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ABSTRACT

Block-based programming languages have been used successfully to assist in overcoming the initial challenges for cultivating computational thinking for novices and non-programmers. Block-programming environments support project based learning that includes building and deploying program with the physical hardware to build creativity, computational thinking, and collaboration skills. However, traditional 2D block-based programming environments are often restrictive when it comes to practical and interactive learning, i.e. building projects and validating programs experimentally. This research focuses on enhancing the learning experience for novices using virtual 3D objects and mobile-based Mixed Reality. It aims to develop a new approach for learning block-based programming concepts, which offers real-time interaction with virtual 3D objects for practical implementation of programs and improved learning performance for novices. We designed and implemented a prototype that combines block-based programming with mobile MR. The prototype was designed in collaboration with teachers from STEM Learning Lab, who provided pragmatic insights on current practices and challenges with block-based programming. We evaluated the prototype using a comparative study with non-programmers and gathered feedback from teachers. The results indicate that the prototype and approach have the potential to improve the interactive experience and the learning performance of novices and non-programmers.
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INTRODUCTION

With the increasing number of global initiatives to broaden and encourage science, technology, engineering, arts and mathematics (STEAM) careers, there has been a renewed interest in introducing and integrating programming concepts into educational curriculum and classrooms. Furthermore, the rise of automation and robotics in all sectors of production and management has created an immediate need for improving the quality and effectiveness of training in computer science and technology for both youth and adults alike [34]. A key challenge for many novice learners is to learn programming concepts in an engaging and intuitive manner [93]. The most frequently used (and general) approach to solve this challenge involves using visual and block-based programming languages, which are designed to abstract specific tasks (e.g. setting the value of a variable) from a traditional programming language (e.g. C++ or JavaScript) [93].

Prior research has shown that numerous factors contribute to making block-based programming easy for novice programmers, by including the natural language description of blocks, and the drag-and-drop interaction, but it has also been identified that block-based programming environments also have a perceived lack of interactivity [93] and are less powerful [97]. Block-based programming environments support a constructionist approach [67] that encourages the development of personal projects and artifacts like video games, animated
stories, or simulations of simple real-world phenomena [67]. Block-based programming languages such as LOGO\(^1\) supports the idea of “creative creators” by Papert and his philosophy of “learning-by-making” where students learn by creating the programs and then building the project using the real-world objects [72].

Improvements in immersive technologies such as mixed reality (MR) have opened the door to creating more dynamic platforms for teaching coding. Research suggests mobile AR/MR may have potential in enhancing beginners’ learning experience for programming, “especially for tasks that are more interactive and benefit from visual feedback” [26]. Combining block-based programming and mixed reality can provide more resources in the form of virtual objects resulting in more creativity and innovation. By manipulating virtual objects in real-time, learners can observe how the logic works, formulate hypotheses and validate them through experiments. It allows learners to connect real-life sensory experience with the digital environment [22].

1.1 BLOCK-BASED PROGRAMMING

One of the most commonly used Visual Programming Language (VPL) approaches today is block-based programming. Figure 1 shows lego-like blocks that are assembled in a sequence to create a program that can solve a specific task or function. These blocks are puzzle-like, and their shape enforces syntactically correct programs for users [10, 98]. The primary purpose of this type of programming language is not merely to arrange program chunks. Instead, its purpose is to let novices acquire knowledge related to the logical organization of an algorithm so that they can solve a certain task [54].

\(^{1}\)https://www.media.mit.edu/projects/logo-blocks/overview/
Figure 1: Example of puzzle-like blocks to create syntactically correct programs²

Block-based programming environments (BBPEs) such as Scratch [80], MakeCode [62], Blockly [35] are widely used amongst educators and the wider STEAM education communities, and have shown tremendous value in lowering the barrier of entry for programming [28]. Block-based programming (BBP) is a recent addition to the extensive history of programming languages and environments that have been designed for novice learners. The first block-programming language was developed explicitly for children in 1995, but because of its simplicity and activities supported, its audience expanded beyond children and educators [97]. Learners with different backgrounds were encouraged to explore and create public, shareable artefacts, often in the form of artwork, games, and interactive stories [97].

One of the key aspects of block-based programming is its readability, where code is organized in blocks, helping readability [55]. This is because, for simple commands, blocks can forgo the punctuation that text code uses to denote structure and use descriptive words instead. For example, Figure 3 explains that a simple call in Python requires reading delimiters and knowing argument order, whereas the equivalent block in a language like Scratch, reads naturally using everyday words to explain its behaviour [11].

Previous research has even shown that people who have no experience with application development can better understand the basic concepts of programming through block-based programming and can even begin creating algorithms using its approach [54]. It has also been shown that learning a block-based language can later improve the learning of a traditional text-based language (e.g. Python or JavaScript) [11].

---

4https://www.kidsakoder.no/faq-category/kodetimen-5/
From the perspective of educators today, learning to program with block-based programming helps with creativity, innovation, and the development of computational thinking, thus setting them up for future career opportunities [104]. For this reason, many introductory Computer Science courses and classrooms use blocks before the text-based approach. “In Harvard’s CS50, students move from Scratch to C; Berkeley’s CS10 progresses from Snap! to Python; Project Lead The Way’s Computer Science Principles (CSP) course uses both Scratch and App Inventor before moving on to Python, and Code.org’s CSP App Lab course moves from Droplet blocks to JavaScript” [11].

Research has also indicated that the lightweight style of work in block-based programming environments (BBPEs) stimulates and motivates students, allowing them to concentrate mainly on the algorithm and script components of a project [34]. This considerably develops their logical and algorithmic thinking and frees them from the complexity associated with syntax errors and other areas that may be perceived as difficult (e.g. compilation).
1.2 MOBILE LEARNING

Mobile-based learning has been defined as: ‘learning across multiple contexts, through social and content interactions, using personal electronic devices’ [23]. It is concerned with learners’ mobility to learn outside a classroom or at different locations. It requires the motivation to learn wherever the opportunity appears – from books, electronic resources, places and people [47]. Narrowing learning content to make it accessible on mobile devices might be the most intuitive approach for mobile learning. Such applications can have their benefits, in particular, to reach distant and mobile learners.

Mobile devices become more pervasive today, they are getting more affordable [24]. Many people from various backgrounds, including students and teachers from educational institutions, are using it. It is a form of media technology that is used to practice learning activities through the use of mobile devices. Currently, many institutions in the educational sector, either formal or informal, are adopting mobile learning. In this regard, students are the most potential users of mobile learning. There are several benefits that mobile learning can offer to students. Firstly, it can provide an enjoyable environment in learning so that students are motivated to improve their learning performance. Moreover, it can provide the students with a flexible time in their learning activities. Lastly, students have a choice to study and gain practical understanding either in the class, outside class, or a combination of the two [37].

There are three dimensions of mobile learning adoption, i.e. “mobility of technology, mobility of learners, and mobility of learning” [30]. First, the mobility of technology implies that the devices used to deliver learning content should have the ability to connect to the Internet in order to access the information anywhere and anytime by students. Second, the mobility of learners means that the learning applications should support the students’ mobility as
well as the freedom to access the learning material based on their needs. Third, the mobility of learning means that the learning content should also be modified to be more suitable for mobile devices [37].

Research indicates that the full potential of mobile learning will not be realized until we stop producing learning apps or mobile websites that simply repackaged classroom materials to be read or played with on a smaller screen [75]. There is plenty of learning content available to access by mobile devices. It can be in the form of video, audio, text, and images that offer students various methods of learning. Mobile learning could improve the effectiveness and accessibility of learning activities in the future [84]. Mobile AR/MR platform may augment learners’ interaction experience by focusing on practical learning and providing solutions for abstract concepts that are difficult to understand in a 2D interface, without the restrictions of fixed locations [25].

1.3 MOBILE LEARNING WITH AUGMENTED/MIXED REALITY

Augmented reality (AR) can be defined as a system or visualization technique that fulfills three main features: (1) a combination of real and virtual worlds; (2) real-time interaction; (3) accurate 3D registration of virtual and real objects [7]. Researchers have suggested that AR/MR technology, combined with education, provides learners with a more immersive and engaging learning environment without decreasing the authenticity of the real world [56].

The integration of AR/MR and education has already shown positive educational effects which have resulted in a higher level of motivation, learning performance, engagement and collaboration among students [8]. Mathematics [49], science [21], geography [83], history [79], and astronomy [32] are a few subjects where studies have been conducted to realize the significance of AR/MR in teaching abstract concepts [78]. Figure 5 highlights examples of augmented/mixed reality in the field of education.

AR has also been used to augment various mediums, such as books, games, training modules, or object modelling. In classrooms, an engaging experience can be created using AR, where students can be made to visualize concepts which are otherwise difficult to imagine (e.g. the solar system or the human body). Positive education effects, such as improved performance and increased motivation by students, have been reported in various studies, ultimately indicating the significance that AR/MR might hold soon [78].

With the interactive and engaging characteristics of AR/MR, combined with the ubiquity and portability of the modern smart-phone, the number of mobile AR/MR apps is rapidly increasing, allowing children and adults to explore AR/MR and provide new interactive learning experiences across numerous domains and application scenarios. This technology, in

---

Figure 5: Examples of Augmented/Mixed Reality in education\textsuperscript{6}
combination with mobile devices and wireless connectivity, enables learning anywhere and at any time [25].

[8] indicates that AR has been mostly applied in higher education settings and compulsory levels of education for motivating students. Target user groups such as early childhood education and Vocational Educational Training (VET) are potential groups for exploring the uses of AR/MR. [8] has also shown that AR is effective for: a better learning performance, engagement and positive learning attitudes for people within all age groups.

1.4 Motivation

BBPEs are frequently used to introduce novice learners to concepts in programming, electronics and IoT [28, 53]. BBPEs and their languages (BBPLs) have not only engaged a diverse range of people of all ages, especially youth, but they have also opened computer programming and other areas to a broader global audience in fields such as gaming [63], App development [102], IoT [9], machine learning [46].

However, one key challenge with existing BBPEs (regardless of the application domain) is that traditional methods of interaction with blocks in a 2D, mouse-based environment restricts learning and prevents a learner from being immersed in the learning environment [93]. For example, a novice learner may not get an interactive learning experience, which allows them to learn and interact with learning material (e.g. microbit, cardboards, cables etc.) in a more natural way [26]. In several classrooms today, electronics (e.g. the BBC Microbit [61] or the Adafruit Circuit Playground Express [1]) are often combined with BBPEs to teach different computing concepts, and these challenges are further magnified in scenarios when physical electronics are used alongside BBPEs. For example, depending on the socio-economic background of a classroom or its students, costs and accessibility can be challenging
when working with electronics [85, 89]. This frames the application domain for this thesis, where I focus on block-programming environments as an educational tool.

Ultimately, there has been a substantial rise in the use of BBPEs and BBPLs in several of the previously mentioned fields, but little work has been done in examining how learners, and their teachers, currently perceive of block-based programming environments and what they see as the benefit of the approach relative to the more traditional text-based alternatives [97]. As prior work has already shown some challenges, as previously mentioned, combining mobile learning and mixed reality (MR) — which already has demonstrated value in numerous educational contexts [3, 42] — is a potential solution for creators of block-based programming tools. This combination can potentially overcome interaction challenges, provide a more immersive learning experience [95] and a novel way that allows discovery and learning with the virtual objects and digital information augmented onto 3D objects in MR, as well as address the resourcing issues for electronics that are frequently used in classrooms.

In this thesis, I focus on the following interactions for the MR prototype: (1) the interaction between the student and the learning content (with the learning content augmented as a layer superimposed on virtual objects), and (2) interaction between the students and learning aids (with the presentation of virtual objects and an interface to build the projects and run the program on it). It enables learners to identify solutions to problems through digital data and virtual objects in MR [22].

1.5 RESEARCH QUESTIONS

The first step in providing creators of block-based programming tools in mixed reality with design considerations for educational environments, is to understand the existing research space. This provides the first research question for this thesis:
1. What is the current state of research in block-based programming environments?

Understanding existing block-programming environments will help researchers and practitioners learn about various block-based programming approaches for different domains, and audiences with different goals.

Given the focus on education for practitioners, it is also important to understand the current trends, practices and challenges with block-based programming tools in classrooms. This leads to the following question:

2. What are the challenges with existing block-programming environment from an educators’ perspective?

After answering the first and second question, a set of design considerations should be defined that can be applied for implementation of the potential solution (combining block-based programming and mixed reality) that enhances block-programming learning experience and solves the existing challenges, which leads to the following question:

3. What are the key design considerations for tools that combine block-based programming and mixed reality?

Building upon the previous question, it is also important to understand the impact this combination can have in learning basic programming concepts, which leads to the following question:

4. What is the impact of MR-based mobile app on the performance of a non-programmer while learning programming concepts?

5. What challenges and opportunities does a system that combines block-based programming and mixed reality face?
These research questions are answered by findings from observational studies, multiple semi-structured interviews, a critique of an implemented system and a comparative study, all of which are discussed in the remainder of this thesis.

1.6 THESIS CONTRIBUTIONS

The contributions of the work discussed throughout this thesis for mixed reality and block-based programming in education, are as follows:

1. A comprehensive summary of the research space of block-based programming environments and an exploration of the challenges that novices face with existing block-programming applications and what are the potential solution for these challenges, such as augmented/mixed reality.

2. A set of studies — an observation study and semi-structured interviews — providing a set of design considerations that can be applied when implementing a system that combines block-programming and mixed reality, to enhance learning experiences for novices, and an implementation that utilizes these design considerations.

3. A comparative study - that helps to understand the effectiveness of an MR-based mobile app compared to a non-MR based mobile app for learning block-based programming and a preliminary design critique and discussion of combining mixed reality and block-based programming. This could serve as a starting point for educators to select a BBPE to teach programming.
1.7 Research Goals

This thesis has two primary research goals. The first is to provide an overview of the existing research on block-based programming and mixed reality. This overview provides a structuring of the current research space by elucidating each space and highlighting the necessary areas of research. The second goal is to provide creators of block-based programming tools in mixed reality, a set of design considerations from the perspective of educators who may use their tools in classrooms. This goal is addressed with two qualitative studies, as well as an example of an application that was critiqued by teachers. A comparative study illustrates the effectiveness of the MR-based mobile app in comparison to a non-MR based mobile app to learn and teach block-programming. The study elucidates the impact of MR-based mobile applications on the performance of non-programmers for learning programming.

1.8 Thesis Structure

This introductory chapter provided a concise background of the research for this thesis. Additionally, the research topic and questions, as well as goals were discussed, followed by an outline of the thesis contributions. The remaining chapters for this thesis are organized as follows:

Chapter Two: An Overview of Block-Based Programming - provides an overview of related research into programming challenges for novices, followed by a summary of block-based programming and how it solves some of these challenges, and lastly, how immersive environments have been used for learning in classroom settings, and the research gap this thesis addresses.
Chapter Three: Designing an Mixed Reality, Block-Based Tool for Learning Programming – describes a set of studies that lays the groundwork in block-based programming and education by interviewing teachers and generating design guidelines. Also discussed is an implementation that utilizes these guidelines.

Chapter Four: Evaluating Block-Based Programming Tool in MR - describes a comparative study that evaluates our approach by comparing the test results from the group of non-programmers using the MR-based mobile app against those using the non-MR based mobile app to learn programming. It also discussed the challenges and opportunities of the tool by gathering feedback from teachers, to guide future work in building mixed reality and block-based programming tools. The chapter concludes with the limitations of the study described in this thesis.

Chapter Five: Conclusion and Future Work – discusses the conclusion of the research work in this thesis, its contributions, as well as future research that can be built upon the research presented in this thesis.
RELATED WORK

Block-based languages are used to gradually introduce programming concepts to novices, helping in overcoming the initial challenges encountered for cultivating computational thinking. Visual programming languages (VPLs) and their environments are designed to reduce the complexity of programming for inexperienced users and novice programmers [19]. One of the most popular approaches within VPLs is block-based programming that allows the design of programming algorithms (program logic) using drag and drop of program chunks, called blocks [54]. Block-based programming environments (BBPEs), have been shown to help prevent most syntactic errors [13] and are generally considered significantly easier to use than text-based alternatives [97, 99].

The integration of immersive environments — such as virtual reality (VR) and mixed reality (MR) — with visual programming is a relatively new research area. Recently, Khalid et al. explored the impact of using a 3D visual programming tool on student’s performance and attitude [4]. The findings of their study indicated that their 3D programming tool had a positive impact on students attitude towards programming, and it was effective in improving student performance and outlook towards computer programming. In addition to being used in the computer science and educational contexts, there has also been a sharp increase in the number of different domains that have adopted the block-based programming paradigm to
lower the entry barrier for programming. Some of these domains include tools for modelling and simulation [12, 94], mobile app development [39, 86, 100, 102], artistic tools such as [16, 88], and even game-based learning environments [64, 96]. Additional work is also being done to make it easier to develop an application or task-specific block-based programming languages. The diversity and modality of block-based programming tools highlight the importance of uncovering its current challenges and use-cases for block-based programming. For example, one common challenge is centred around the presentation of blocks in a block-based programming environment. Prior research has shown that students often struggle in the search for blocks, with category switching making up an average of 16% of their total programming actions [77]. Little research has examined approaches in dealing with this challenge in the scope of education or other domains.

In this section, we discuss the existing research into visual and block-based programming languages, how block-programming languages work, how Mobile AR/MR is currently being used for learning, followed by how block-based programming languages have been combined with AR/MR to-date.

2.1 VISUAL AND BLOCK-BASED PROGRAMMING LANGUAGES

Programming concepts presented to novices and students are often an abstract method that seems uninspiring [4]. The use of complex logic in teaching programming concepts makes it difficult for them to learn programming and pushes them to lose interest and confidence in learning programming [4].

Textual programming environments (Figure 6) — which until recently have been the primary mode of programming — have paved the way to visual programming languages.
They have evolved into environments that allow programming based on the use of readily available program blocks, and in some cases, the real source code remains hidden [54].

```
1  /*
2   * This line basically imports the "stdio" header file, part of
3   * the standard library. It provides input and output functionality
4   * to the program.
5   */
6  #include <stdio.h>
7
8  /*
9   * Function (method) declaration. This outputs "Hello, world\n" to
10   * standard output when invoked.
11   */
12  void sayHello(void) {
13      // printf() in C outputs the specified text (with optional
14      // formatting options) when invoked.
15      printf("Hello, world!\n");
16  }
17
18  /*
19   * This is a "main function". The compiled program will run the code
20   * defined here.
21   */
22  int main(void)
23  {
24      // Invoke the sayHello() function.
25      sayHello();
26      return 0;
27  }
```

Figure 6: Example of textual programming environment

Today, computer science educators are aware of students’ low tendency towards programming and have explored numerous tools, techniques and methods to motivate students to learn programming and to make computing appealing and accessible to more students [4]. Governments and education ministries in many countries have also shown renewed interest in

integrating programming into the curriculum of primary education. This curriculum not only introduces computer science terms to children, but also the basic concepts of programming and the creation of computer programs [82]. One of the most popular methods to introduce programming concepts is through block-based programming languages and is currently used by millions of people of all ages and backgrounds, all around the world [57].

2.1.1 History

Traditional programming with textual languages was difficult for kids and novices to process. Therefore, the MIT media lab presented the concept of block-based programming and implemented the first block-programming language, Logo Blocks, in 1995 [59].

The concept was to create an interface to represent the logic and complex programming concepts, so children could learn to program faster by merely dragging and dropping puzzle blocks. Using this new method, the MIT Media Lab developed the first version of Scratch in 2003 for teaching and learning computer science concepts. Block-programming languages like Scratch are explicitly designed to help kids, and other non-technical novices learn how to write a computer program. This simple idea removed the necessity to learn the syntax of a programming language. Today, Scratch inspires many of the current block-based programming languages, and these languages help to teach children basic programming concepts with fundamental elements required in traditional programming and develop their interest in programming. Furthermore, this made it accessible for novices with no formal coding background to learn the basic concepts of programming.
2.1.1.1 **Logo Blocks**

Logo Blocks was developed as a visual analogue to BrickLogo in 1995 at the MIT Media Lab and was inspired by the desire to make the programming language more user-friendly. Logo Blocks met the challenge of building a programming language for kids (and novices) that
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8https://learning.media.mit.edu/projects/gogo/gogo22/logoblocks.jpg
is both robust and easy to use. Logo Blocks breaks the code into small chunks of graphical blocks that may be dragged around the screen. Figure 7 shows the Logo Blocks interface that includes a palette of blocks with all possible blocks that are available, and users may choose different options (e.g., which motor port to turn on) by clicking the “ON” block.

2.1.1.2 Scratch

![Image of Scratch interface](image)

Figure 8: Scratch interface to create interactive animations and stories\[^9\]

MIT’s Lifelong Kindergarten\[^10\] group was inspired by Logo Blocks and developed Scratch for young people to teach them computational thinking while making it exciting and fun at the same time. [80] It uses a building-block visual interface to create a scaffolding experience for novice programmers (“For example programmable sprite - a two-dimensional animation as

\[^10\]https://www.media.mit.edu/groups/lifelong-kindergarten/overview/
shown in Figure (8) contains multiple coded scripts which are programmed to run a sequence of operations which are activated and executed by sprite each time a specific event occurs” [81]). Users stack together programming elements, such as actions, events, and operators and programs are created by snapping together blocks, much like putting together a jigsaw puzzle. Figure 8 shows a Scratch interface where a block’s shape indicates its purpose. The method of assembling blocks shows the flow of the program.

Scratch can be used to create animations, stories and games. It helps children to learn coding concepts and create interactive projects without needing to learn a text-based programming language. This means they will not be slowed down by their ability to remember complex code and syntax.

2.1.1.3 Blockly

Blockly is a client-side library created by Google in 2012 that adds a visual code editor to web and mobile apps. The Blockly editor (Figure 9) uses interconnecting, graphical blocks to describe programming concepts like variables, logical expressions, loops, and more. It enables users to implement programming principles without worrying about syntax or text editors [15]. For Blockly and its interfaces, the left side of the screen shows the code as the user link blocks together and can switch programming languages on the fly to see the differences in language syntax(right side of the screen) for the same basic program. This makes Blockly ideal for teaching code to a wide range of people, including older kids and adults who may not enjoy the younger-skewed sprite of Scratch [48]. Currently, Google and MIT are working together to develop the next generation of Scratch based on the Blockly platform, called Scratch Blocks.

---

11https://www.sclibrary.org/Home/Components/Calendar/Event/72570/3348?backlist
2.1.1.4 Snap!

Snap! is another example of a visual, drag-and-drop programming language. It is an extended re-implementation of Scratch that allows you to Build Your Own Blocks (BYOB) [87]. Snap! was inspired by Scratch, and targets not only kids but novice programmers (adults) and more advanced college students (non-Computer Science majors). The added capabilities like support for lists and procedures makes it suitable for introduction to more serious studies in Computer Science for college or high school students. With Snap! being a more extensive language, and its ease for defining new blocks using JavaScript — without changing the source code — can even assist in teaching and learning about concepts such as artificial intelligence.
2.1.1.5 App Inventor

App Inventor is an intuitive block-programming language that allows anyone to build apps for smartphones and tablets. The purpose of App Inventor is to encourage software development by empowering people to create their own applications for their Android phones and to move from technology consumption to technology development. MIT App Inventor allows students to shift their understanding of themselves from individuals who know coding to members of a community who are empowered to have a real impact in their daily lives and those of others. “For example- Students in the United States have developed apps to help a blind classmate navigate their school (Hello Navi); students in Moldova developed an app to help people in their country crowd source clean drinking water (Apa Pura); and as part of the
CoolThink@JC project, students in Hong Kong created an app, “Elderly Guardian Alarm,” to help the elderly when they got lost” [73].

2.1.1.6 Alice

Alice is a block-based programming environment that provides an interface to create animations with interactive narratives or program simple games in 3D. Unlike many of the puzzle-based programming applications, Alice motivates learning through creative exploration [5]. Research has shown that using Alice has positively impacted students’ performance and attitude towards computer programming and learning OOP concepts [4]. Alice is widely used in schools and colleges, and even supports a full transition to the Java programming language.
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by viewing the generated Java code in a side by side window (Figure 12). It also allows exporting the code into other IDEs (Integrated Development Environments), such as the NetBeans IDE to be able to extend the functionality by coding Alice code directly in Java.

2.1.1.7 LEGO Mindstorms

Lego Mindstorms is a software platform produced by Lego for the development of programmable robots. It is another visual programming environment to learn to program robotics that can be run on tablets and computers. Various schools use LEGO EV3 kit, and students learn to combine actions, variables, and events to manipulate their LEGO
Mindstorms creations (Figure 13). The programming language is simple and easy for young kids and, on the other side, challenging and exciting for older ones and adults [48].

2.1.2 Why Block-Programming?

Technology is rapidly transforming the world, and software development is in high demand, making programming become an essential skill in the 21st century. Block-based programming allows for the creation of code in a way that is both visual (simple) and similar to
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14https://www.researchgate.net/figure/Alice-Programming-Environment_fig1_228525906
traditional text-based coding (robust). Block-programming became predominant in introducing programming to kids and is used all over the world now [14].

Due to its widespread success in the field of education, it is often mistaken that block programming is just for kids. This idea is unnecessarily limited because block programming has already demonstrated potential in other domains [14].

Generally, programming languages are designed by programmers, for programmers [14]. This makes programming hard and time consuming for end-users. It is inaccessible for end-users to make any minor changes to the application or build a simple app for personal use without consulting developers. Visual and block-based programming have emerged as a solution to some of these problems, and have made programming accessible (and in some cases, faster) for non-programmers. Some advantages of block programming are:

*Syntax-free programming:* Block-based programming reduces the burden of using complex syntax and lets a user focus on implementing business logic in a fast and clear manner [11]. For example, in text-based programming like Java, missing a semicolon results in an error message and prevent the program from running. Furthermore, usage of block-based programming by professional software developers cuts the development costs and development time for small applications, as it is easier to maintain than traditional programming projects and benefits both the development team and customers [66].

*Reduced Cognitive load:* Traditional text-based code is hard to use because it presents a high cognitive load for novices. Using blocks reduces the cognitive load by chunking code into a smaller number of meaningful elements [11]. Blocks also help reduce cognitive load by teaching new programmers how to read larger chunks. In the Code.org Computer Science Principles course, blocks for JavaScript for loops are drawn just as an expert would see the

\[15\] https://www.asee.org/documents/conferences/k12/2012/2012K12_How_to_Start_at_EGO_MINDSTORMS_Robotics.pdf
code: as two chunks with a single block with a single socket for the loop upper bound (Figure 14) [11].

![Diagram of For loop in Code.org](https://studio.code.org/s/csp5-support/stage/5/puzzle/3)

Figure 14: Example of For loop in Code.org

**Recognition vs Recall:** Learning a new programming vocabulary is hard. Blocks simplify this problem because picking a block from a palette is more accessible than remembering a word: blocks rely on recognition instead of recall [14]. Block-based programming is a form of coding where the developer drag and drop blocks to issue instructions, these are lego-like blocks that are arranged together to create programs, and thus, developers do not have to memorize syntax to write code [14].

**Easy to Understand:** With visual and block-based coding, end-users or even novices, can understand how the program works at a glance. It makes the source code readable due to the use of colors and shapes. Block-based languages are presentable and understandable even to novices [14].

---

[16]https://studio.code.org/s/csp5-support/stage/5/puzzle/3
2.1.3 *How Block-Programming works*

Block-based programming languages utilize a primitive-as-puzzle-piece metaphor, and the pieces themselves provide visual cues to the user about how and where they can be used [97]. Programming in BBPEs involves a drag-and-drop interaction style with blocks to mitigate the low proficiency of typing skills (which is common amongst young learners). These blocks can be snapped (or joined) together to make valid syntactic statements that are executable scripts (or programs) with different functions. Block-based programming languages and environments help students overcome common barriers that novice programmers encounter such as selection, coordination, and usage barriers [54, 6].

As mentioned earlier, Scratch is one example of block-based programming. Scratch features sprites (programmable objects or characters). Figure 15 shows an example of how to draw a square on a screen, with sides of length 100. The script causes the sprite to move around the screen that draws a shape or pattern as directed. The sprite points in a direction, and moves 100 steps and then turns 90 degrees. It repeats this 4 times which completes the square of length 100. The way in which blocks are assembled represents the flow of the program. These blocks, when put together, forms a sequence of instructions. The shape of the blocks indicates its purpose. The “Pen Down” block will make sprite continuously pen a trail wherever it moves. The “repeat” block is “C” shaped, enclosing the instructions to be repeated. The “move” and “turn” blocks require inputs, that can be entered by clicking on the number field. If two blocks cannot be joined — often because they do not form a valid syntactic statement — the environment prevents them from snapping together. In addition
Figure 15: Scratch code to draw a square\textsuperscript{17}

to the shape of blocks, other visual clues such as color and the nesting of blocks to denote
scope are used to help novices [58].

Due to its ease of use for young learners, block-based programming has become widespread
and adopted in the computer science education and STEAM learning communities, with

\textsuperscript{17}https://www.researchgate.net/figure/Scratch-program-right-to-draw-a-square-with-side-of-length-100-The-equivalent-Logo_fig1_306234201
several tools being used today, including such as Scratch [80], Blockly [35], MakeCode [62], among others created in the research literature [19]. Studies have shown that these tools help users better understand concepts such as nested statements and return values of functions [77, 99].

2.2 Novices and Programming

Novices face difficulties when learning computer programming. Winslow summarised the problems of novice programmers as: 1) lack of adequate mental model; 2) fragile knowledge (surface knowledge, rather than strategies); 3) use of general problem-solving strategies (i.e. work from goal to solution) rather than strategies on a particular problem; and 4) use of control structures, line-by-line and bottom-up approaches in programming [101]. Studies have indicated that altering the learning condition of novices is promising for improving their performance [74].

The areas of learning difficulty are also widely recognized in the community of Computer Science education. [17] describes these areas of difficulty for novices in programming as: 1) problem orientation, i.e. understanding the problem to solve; 2) notional machine, a conceptual model of a computer system by which novices understand the execution of the program; 3) understanding the notation of various formal languages including both syntax and semantics; 4) programming patterns; and 5) the pragmatic skills of programming (including the life-cycle, testing, debugging, and tool use).

Novices can be classified into two groups: (1) students from mid or high-school or (2) non-professional end-user programmers. Block-based programming is often used as an educational tool for introductory Computer Science classes in schools, but universities and colleges such as MIT often conduct training for teachers to apply block-based programming
environments to work with different groups of students [34]. Looking closer at the success of block-programming for high-school and college students, [38] suggests that end-user programming can be one of the promising areas for blocks-based tools. As most end users have little or no formal training in programming, the learnability of blocks-based programming is likely to benefit this end-user as much as it benefits learners in education. [60] states that blocks-based programming environments are more distinct in several ways and the reasoning behind its creation, its target audience, and how the tool engages its users in computational thinking and learning to program, are valid reasons for their application in other domains. Some examples of domains where end-users use block-based approaches are as follows:

**App development:** MIT App Inventor [44] is used to enable relative novices to create apps that can run on Android devices. The intended audience is made up of newcomers who want to express themselves to the field of mobile computing through the creation of applications.

![MIT App Inventor](image)

**Figure 16:** MIT App Inventor to build android applications

---

The creators of App Inventor tried to engage these novices with programming, something they might otherwise not choose to pursue due to several issues (e.g. difficulty) [60]. With App Inventor, users can build a mobile app without having expertise in programming, including apps that can directly improve their everyday life and those of their family and friends [45].

![Figure 17: StarLogo TNG for modelling and simulation](https://education.mit.edu/project/starlogo-tng/)

**Simulation:** StarLogo TNG [92] is a client-based modelling and simulation software. It facilitates the process of building and understanding simulations of complex systems [92]. StarLogo (Figure 17) is an ideal tool for beginners to explore complex systems and build rich games and simulation models using a 3D graphical interface with colored blocks that fit together and represent the small chunk of programming language.

**Gaming:** Gameblox [33] is a blocks-based programming tool explicitly designed to provide
an easy on-ramp to game design. It is being developed at the MIT STEP Lab and allows anyone to make games. Gameblox provides an environment in which learners can effortlessly build entertaining games by implementing some of the complex programming tasks such as collisions, physics and gravity within the blocks [65]. It allows anyone to make games online that one can play both on a website and mobile devices. Advanced game designers might also find Gameblox a beneficial tool for rapid prototyping in the iterative design process [65].

**IoT device development:**

Node-RED [69] is a visual flow-based programming environment for binding together hardware devices, APIs and online services as an element of the IoT [70]. Node-RED is built on Node.js, utilizing full advantage of its event-driven, non-blocking model. Node-RED provides
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20] [https://2rproduction.wordpress.com/2016/01/16/introduction-about-gameblox/](https://2rproduction.wordpress.com/2016/01/16/introduction-about-gameblox/)

a browser-based flow editor making it easy to wire together flows using the wide range of nodes in the palette. Hardware devices such as Raspberry Pi\textsuperscript{22} and Arduino\textsuperscript{23} can be nodes [9]. Scratch for android (S4A)\textsuperscript{24} is another tool, made for integration and experimentation with Arduino based IoT products. The s4a has a designated protocol stack for communication with Arduino boards. It also offers support for Android users to get connected with Arduino through HTTP using “Scratch based remote sensor protocol under the GNU General Public License v2 (GPL2)” [76].

\textsuperscript{22}https://www.raspberrypi.org/
\textsuperscript{23}https://www.arduino.cc/
\textsuperscript{24}http://s4a.cat/
2.3 MOBILE LEARNING

Mobile learning is a method for learning on the move. It is about learning across various contexts, through social and content interactions. Narrowing the classroom content to make it available on mobile devices is not the complete utilization of mobile technology for learning. There is a need to design mobile learning applications creatively that connects people in real and virtual worlds, creating learning opportunities for people on the move, providing expertise on-demand, and supporting learning for a lifetime [47].

“Mobile learning values and defends in its own unique way the initiation of what is fundamentally new in the technological, social and cultural spheres of human life and activity.” Mobile learning offers creativity and the opportunity to a radically new paradigm that encourages learners to abandon the limitations of the conventional ways of thinking, learning, communicating and designing [30].

Research indicates that these significant changes in mobile learning pose new difficulties for designers like - “What new design paradigms and applications can be associated with the use of mobile technology? How can we utilize their full significance within the context of traditional instructional design theory? Before the advancement of new forms of information and computer technology such as the current smart cellular telephones, the design paradigms that delivered the content of higher education remained mostly static” [30]. The exceptional potential integrated into mobile devices anticipate progressive changes in the educational domain. The simple and easy learning through the use of mobile devices makes it an even more potent tool of educational communication than the conventional forms and modes of traditional education [30].
Figure 20: Schools considering allowing students to bring their own devices to school for student engagement with mobile learning devices such as tablets and smartphones.\(^{25}\)

Augmented reality (AR) is a growing feature on mobile devices, reflected by the rise in mobile computing in recent years and the everyday ubiquity of Internet access across the world \([31]\).

Most of the existing AR/MR educational applications focus on narrowing the classroom content for a topic, for example, mathematics, physics or other areas. Developers usually define this content, and there is no simple way for teachers to update existing or add new content. On the other side, some applications are easy to manage but are general-purpose AR displays, i.e., they are not education-oriented \([25]\).

The mobile devices, in combination with the AR/MR technology, can be an advancement in technology-based learning, where learners explore and utilize the emergent AR/MR technology [25].

“The potential for Mobile AR applications in education supports situated learning, whereby a learner interacts and plays around with realistic objects with less risk than that associated with reality.” [31] indicates that the key benefit of an AR environment is a ‘sense of presence’ that virtual or simulated environments typically lack it. “This technology, in combination with mobile devices and wireless connectivity, could enable learning anywhere and at any time” [25].

2.4 Mobile Learning with Augmented Reality

Augmented Reality (AR) offers a new form of interactivity between physical and virtual worlds and enhances a user’s perceptions of the real world [51]. In educational contexts, it has the potential to maintain a high level of motivation among children, and a positive impact on a student’s learning experience [43]. AR technology used to display augmented content as a layer superimposed on the real environment can be divided into three categories, (1) mobile devices, such as Smartphone and tablet, (2) stationary units and (3) head-mounted display [68]. Head-mounted displays are rarely used in education as they are still expensive and immature. In contrast, students nowadays bring smartphones to school and are familiar with these devices.

One example of a successful Mobile AR application in education is from [43], where they created an AR application to teach the basic concepts of electromagnetism. Students could explore the effects of a magnetic field. Using a mobile device and physical objects (cables, magnets, battery, etc.) which were recognized using the camera of the mobile device (like
a tablet), students were able to see superimposed information such as the electromagnetic forces or the circuit behaviour using the tablet. This work highlighted that Mobile AR improves academic achievement and that instant feedback for objects was valuable for students. More recent research has summarized the benefits of Mobile AR in education [103] as:

1. Engage, stimulate, and motivate students to explore lessons and concepts from different angles

2. Enhance learning where students could not feasibly gain real-world first-hand experience

3. Enhance collaboration between students and teachers

4. Foster student creativity and imagination

5. Aid students to control their learning at their own pace and on their own path

6. Create an authentic learning environment suitable for various learning styles

One demonstrated example of these benefits was shown when AR was introduced into engineering design [40], where high school students manipulated designs in AR. The effectiveness of AR in this context revealed a significant impact on STEAM education and its influence on the career trajectories of students.

Various learning styles enhanced by immersion in distributed-learning communities based on AR interfaces described by [27, 29], are as follows:

(a) Fluency in multiple media

(b) Learning based on collectively seeking, sieving, and synthesizing experiences, rather than individually locating and absorbing information from some single best source;
(c) Active learning based on experience (real and simulated) that includes frequent opportunities for reflection

(d) Expression through non-linear, associational webs of representations rather than linear “stories” (e.g., authoring a simulation and a web-page to express understanding, rather than a paper);

(e) Co-design of learning experiences personalized to individual needs and preferences

Figure 21: Learning Science with mobile AR\textsuperscript{26}

Ultimately, research has shown that AR/MR has been mostly applied in educational settings to motivate students to learn different educational concepts [8]. Exploring uses beyond

\textsuperscript{26}https://www.smartivity.com/pages/augmented-reality-pioneers
motivation, as well as early age learners, provides an interesting opportunity for further exploration in AR/MR.

2.5 BLOCK-BASED PROGRAMMING WITH MOBILE AR/MR

The integration of immersive environments — such as virtual reality (VR) and AR — with visual programming is a relatively new research area. Recently, [4] explored the impact of using a 3D visual programming tool on student’s performance and attitude. The findings of their study indicated that their 3D programming tool was effective in improving student performance and outlook towards computer programming. Similarly, [26] demonstrated in their work that the benefits of AR/MR aspects like an interactive interface could extend to help students learn to code more efficiently and with more fun. Furthermore, [71] shows that 3D Block-based programming may provide an option for introductory classes, as well as the demonstration of 3D representation of possible objects. The study shows that these systems would make learning more enjoyable and interactive.
Figure 22: Cubely environment to learn block coding in VR\textsuperscript{27}

Figure 22 shows an immersive VR programming environment for novice programmers to solve programming puzzles within a virtual world [93]. Their observational studies concluded that the students found it easier to work with the VR interface and preferred it over the traditional 2D block-based programming. Similarly, [52] presented their investigation into leveraging mixed reality (MR) to help students learn to code more efficiently and with more fun. Their research shows significant benefits with augmented reality (AR) to learn to code: (1) allowing teachers to tailor their instructional needs, and spark creativity and engagement among students in coming with program problems that interest them; (2) enabling users to

\textsuperscript{27}\url{https://www.semanticscholar.org/paper/Cubely}
physically interact with a program, concretizing coding errors and providing real-time visual feedback that could aid user’s understanding of the program and lessen the cognitive load.

In a block programming environment, it can be challenging to find and navigate to the relevant part of a blocks program in a 2D workspace, only part of which may be visible [11]. Including a 3D web view of a block-based programming language in Mobile AR/MR provides more screen space and flexibility to adjust the screen size as per users’ convenience, which makes searching and navigation processes easier. Furthermore, with mobile AR/MR, users can experience intuitive touch interactions. [26] evaluated two interactive AR programming environments: (1) head-mounted AR with Microsoft HoloLens, (2) mobile AR with ARKit on an iPhone; together with a conventional 2D touch interface using Swift Playground on an iPad as the baseline. The study has shown that participants enjoyed using mobile AR the most, and they also completed programming tasks the fastest when using it.

As block-based programming tools like Gameblox and other block languages move toward the future, it is found that harnessing the capabilities of powerful environments, including virtual reality, augmented reality, mixed reality and server clusters running machine learning algorithms, into simple blocks provides a way for non-experts to interact with previously inaccessible technology creatively [50].

Overall, little research has explored the specific combination of AR/MR and block-based programming, both in education and the broader space of block-based programming tools. In this thesis, I explore this gap in the research space and propose an immersive environment that not only offers theoretical knowledge but also provides an interface for the practical implementation of the program that involves interactivity with hardware (cardboard, cables, Microbit etc.).
DESIGNING BLOCK-BASED PROGRAMMING TOOLS IN MR

3.1 STUDY I - OBSERVATION STUDY

To motivate and ground our work, we first conducted an initial observation study (see Appendix A for details) with a local Science, Technology, Engineering and Mathematics education company (STEM), STEM Learning Lab Inc., located in Calgary, Alberta, Canada [91]. Using their on-site maker space with equipment such as 3D printers, soldering equipment, and other tools, they offer hands-on workshops and camps for youth of all ages. Their topics include robotics, wearables, gaming, Minecraft and electronics. For many of their workshops and camps, they use block-based programming languages (i.e. Scratch [80], MakeCode [62]) to teach computing concepts and introductory programming. Our goal for this initial study was to observe current practices, attitudes and challenges around block-based programming, how it is used in classroom scenarios by both students and teachers, as well as get ideas on potential directions for block-based programming and MR.
3.1.1 Protocol

As STEM Learning Lab Inc. frequently operates 5-day long workshops, we participated as observers in a workshop focused on using block-based programming (specifically MakeCode [62]) and electronics (specifically the BBC Microbit [61]). The workshop had 25 students in Grade 3 and was facilitated by 5 teachers, each with at least 3 years of experience teaching computing and electronics using block-based interfaces. Each day of the workshop was broken down as follows:

- **Day 1**: Introduction to programming concepts (e.g. loops, variables) using Scratch.
- **Day 2**: Continued introduction to programming with Scratch, and introduction to programming electronics using Microbit and Microsoft MakeCode.
- **Day 3**: Introduction to maker projects at the MakerSpace (e.g. 3D printing a button).
- **Day 4**: Maker projects using the Microbit, where students were allowed to freely create.
- **Day 5**: Additional construction for maker projects chosen by students, followed by final presentations.

For our initial study, our participation as observers was limited to Day 2 of the workshop. It was a 6 hours long class where in the first half of the class, scratch programming was continued and Microsoft Makecode was introduced to the students, and a physical Microbit and deployment of program on the Microbit was introduced in the second half of the program. The students and teachers were observed by roaming around the class-room and taking notes and pictures for further analysis.
3.1.2 Results

Overall, we observed both students and teachers having positive experiences with block-based programming using both the Scratch and MakeCode interfaces. From our observations, we synthesized the following themes from video analysis.

**Blocks can (still) be puzzling:** Occasionally, students faced some confusion as to what types of blocks fit with other blocks or even where to place them on the interface. This typically occurred after students had progressed through different concepts and more blocks began being introduced. This would also occur when more complex challenges arose in the workshop (e.g. shake and compass events on the Microbit). To solve this, teachers would either interrupt the class and explain the concept to all students through an impromptu presentation at their dedicated presentation desktop (Figure 23a), or they would explain it to students individually (Figure 23b).

**Hardware deployment is difficult:** A key challenge students faced, especially when the Microbit was introduced, was how to properly deploy their code from a computer to the Microbit itself. Students would often click download, to download their code onto the Microbit, but forget the steps to deploy it (i.e. copy the file onto the Microbit drive). Students often tried resetting the device (Figure 23d) or pausing their task and waiting for a teacher, slowing down their task.

**Limited Resources:** Due to the limited availability of resources (Microbits and laptops), students had limited access to resources and had to share Microbit and laptop with another student (Figure 23c). This led to an issue of co-ordination among students, where one of the students was quick to grasp concepts (e.g. nested conditions), whereas the other student faced issues in learning at the same pace. This limited the learning experiences for both students, and even made one student seemingly demotivated.
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Figure 23: Observations from Study I: (a) A teacher presenting how blocks work together with a Microbit; (b) A teacher assisting students who are confused about why certain blocks don’t fit together; (c) Students sharing laptop and Microbit; (d) Students stuck with deploying their block-based code onto a Microbit and trying to debug it themselves.
Confidence in Learning: Both block-based programming environments assisted in the activities with the Microbit for the students and teachers. We observed teachers frequently demonstrating programming-specific concepts (e.g. nested loops) and students grasping them relatively quickly. As students progressed through the workshop activities throughout the day, their confidence in their ability to accomplish tasks arose, as did the teachers. As a result, the teachers occasionally felt confident enough with the students and the Scratch or MakeCode interfaces to spontaneously teach more advanced topics.

3.1.3 Discussion

From our initial observations, we confirmed that several areas can be addressed by providing an alternative or supplemental experience, especially one using MR. Deployment with hardware were clear challenges for both students and teachers, beyond what was described in prior research, and simplifying this experience has great potential to improve the block-based programming experience with hardware and electronic devices. Although hardware was not our initial focus and the use of Microbit hardware is specific to the workshops offered by STEM Learning Labs, we witnessed a clear need from both the student and teacher perspective.

How blocks are presented should also be modified or even simplified further, especially with younger age groups. We observed that because students had different levels of skill in programming and dealing with electronics (despite being in Grade 3), it led to the spontaneous introduction of more advanced topics. This introduced a dynamic where not all students were able to follow-along and they would proceed in becoming stuck or frustrated in their tasks. Part of this challenge was due to the teacher being stuck to one method of presenting topics — their desktop at the front of the class (Figure 23a). While this might
be specific to the layout and equipment available for STEM Learning Lab, it does represent an interesting scenario for MR — to provide an environment where all students can gain practical knowledge with virtual objects.

3.2 STUDY II - SEMI-STRUCTURED INTERVIEWS

Following our observations and initial analysis from the workshop, we then conducted interviews (Appendix A) with local teachers to get more detailed, instructor-focused feedback on current practices and challenges with block-based programming. While our initial study was critical in grounding our work, through our interviews, we aimed to develop design considerations for a block-based programming system that uses MR to address current challenges, especially those we observed around electronics (specifically the Microbit).

3.2.1 Protocol

Through STEM Learning Lab, we recruited 5 teachers (3 female, 2 male) from various local schools in Calgary, Alberta, Canada, all of whom had experience in teaching block-based programming and maker activities that involved some form of electronics (e.g. Arduino, Microbit). Their teaching experience ranged from 2 years to 25 years total. Three of five teachers focus on teaching programming languages such as python, Java-script using block-programming to junior students, and teachers 2 and 3 focus on teaching Maths and Science subjects, including block-programming.

We used a semi-structured interview process, where we asked teachers several questions related to the methods they used for teaching block-based programming with electronics
(See appendix B for questionnaire). Each interview was 30 minutes long and the questions spanned topics such as challenges they currently face, opportunities for improvement in teacher and student experiences, as well as if and how their practices have changed over time.

3.2.2 Results

Following the interviews, we used a thematic analysis from our data using grounded theory [20] to generate key findings before implementing a prototype (similar to [18]). These findings confirmed our initial observations and provided additional insights from the perspective of teachers who would be facilitating STEM Learning Lab workshops using a (future) tool that combines block-based programming and MR for Microbit-based (and other electronics) workshops.

**Simplicity vs. Accessibility:** While several teachers noted that block-based programming was simple and “...makes programming more accessible...” (Teacher 4), it was also initially difficult for students to understand types of blocks, and where and how they fit together, and occasionally even how to begin some of the more complicated activities that use sensors like a magnetometer or an accelerometer. One teacher stated “One thing that make it difficult is sometimes it feels like the amount of choices that the students have in blocks and what they are getting is overwhelming...and we say we are going to use this one green block over here and they are like there are so many and they get confused. So it is difficult to find a starting place” (Teacher 4).

**Touch vs. Mouse Interactions:** The role of touch vs. mouse-based interactions is a significant factor in the usability of block-based programming interfaces and their perceived simplicity. All teachers noted, typically they either teach on desktops or laptops (which is also
how the STEM Learning Lab environment is arranged), but that many children (especially younger ones) were more familiar with touchscreens. One teacher even critically commented “Most kids have never used a mouse and so explaining what left clicking and right clicking is difficult. Explaining to them that you need to click on this bottom corner or that corner of the track-pad to make it work, it takes them a day” (Teacher 5).

Teachers also noted that as there was a lack of familiarity with mouse-based interfaces for students, it contributed to the students occasionally getting stuck, which limited their exploration, in many cases becoming “I would like to do this and I am not sure how” type questions and then I usually just push them a little bit and ask ‘have you thought of this or how would you do it in something else’...” (Teacher 5).

**Helping one vs. helping many:** All teachers noted that while having a singular block-based programming interface was useful, it was not always ideal depending on the level of the students in their classroom, as not all students were equal in the level of their education, sometimes because of their socio-economic backgrounds. For example, a teacher stated “other things besides reading like literacy or sometimes numeracy will constrain how far I can go with teaching coding.” (Teacher 3).

Several teachers also preferred teaching blocks more as a group than one-on-one, as they “prefer to help them together in the class, that is why I try to get them to contribute and I broadcast the screen and then they can tell me what they want to do and then we pull blocks and try to get rid of error and after that if they still have problem I help them one-on-one” (Teacher 3).

Further, when it came to electronics alongside introductory programming tasks, several teachers made similar comments around teaching it in a group and more collaboratively, such as “…rather than being on a screen right away we try to use some physical coding. Something that teaches them that sort of thought process before they get to the computer” (Teacher 3).
**Resource availability:** In Study I, we observed all students were not having a dedicated machine while performing block-based programming tasks, several teachers commented that resources were continuously an issue (for both computers and electronics), and occasionally it magnified how they had to provide assistance and how children worked and learned together. For example, a teacher noted “...it is the fact that they have to share computers, that is the biggest one, sharing a computer is a problem also they have different levels of understanding so some children understand better than the other” (Teacher 3).

This issue was further magnified when resources didn’t work (e.g. the internet) or when “behaviour issues of students along with sharing resources impacted the lessons” (Teacher 2).

**Hardware is hard:** Building upon the resourcing issue, the most common theme mentioned by teachers was that combining electronics devices with programming concepts was difficult, and learning one occasionally meant sacrificing concepts in another. For example, one teacher stated “I was teaching a class this morning with Raspberry Pi and it was going a little too fast, kind of skipping some concepts that would have been important to know. Sometimes it’s hard, especially for younger students to understand things like conditional statements or loops or something that leads the path of their program to get the results on the hardware.” (Teacher 1).

This was also frequently mentioned when students were unable to “…troubleshoot what’s going wrong with their program” (Teacher 1). Teachers also mentioned, whenever students did manage to successfully create a program, deployment became a significant challenge, and in several cases for teachers who use the Microbit, “…there was an issue with how to download the code and deploy it to the device. The workaround we have been using lately is that WebUSB thing to kind of flash it to the device via USB cable” (Teacher 1). Teachers also noted that concepts like file versioning, which is often necessary for the Microbit as it generates new code for each time ‘download’ is clicked, was “tricky for some students”
(Teacher 1). This is also linked to *Touch vs. Mouse Interactions*, as teachers noted that some students at early ages are not familiar with concepts around file-systems and other traditional desktop-based paradigms.

**Completion vs. Understanding:** The combination of block-based programming concepts alongside electronics often meant that teachers were required to balance time between ensuring their students were able to understand programming concepts and being able to complete a project. As one teacher noted “*Sometimes it is hard to maintain the balance between completing the project and making sure that they understand the whole concept like Why their code is affecting or causing a certain result*” (Teacher 1). As a side effect, some teachers believed that this in fact affected the interest in the tasks of some students. One teacher commented “*[it]...depends on the activity because there are student who are very interested in coding and very resilient in their problem solving and they just keep going*” (Teacher 5).

### 3.3 Design Considerations

Based on the results of both our initial observation study and our follow-up interviews, as well as drawing upon relevant prior work previously discussed, we generated a set of initial design considerations for a system that combines block-based programming and MR. In addition, our design considerations were continually discussed and refined in collaboration with STEM Learning Lab Inc.

**(D1) Improved physical task performance.** One of the limitations we observed in the physical classroom environment for block-based programming was that the students found it challenging to understand the real-world value of the program and how to connect it with the real world objects. For example in a science project to monitor soil moisture,
it can be difficult for young students to understand how does the sensor on Microbit work to determine the moisture level of the soil, and how to connect the appropriate pins to get the code working. MR technology has the ability to bridge the gap between the virtual and real-world, allowing students to learn, experiment and perform thus helping them to acquire practical knowledge and experience [103].

(D2) Mixing physical and digital. As noted by several of the teachers, and from our own observations, the skill level of students ranged from completely inexperienced to very experienced. This often manifested in how students approached the Microbit. For example, in Study II, we observed some students having apprehension when beginning to use the Microbit despite being comfortable with the block-based programming aspect, while others preferred to use the Microbit and experiment with it physically (e.g. shaking it, click the buttons and seeing what happens) before beginning any programming.

To support this type of classroom environment for teachers and their students, combining physical and digital learning techniques could be a potential solution. Thus, we aimed to remove some of the aforementioned apprehension by enabling both types of interaction, where it is possible to manipulate both the physical Microbit and a virtual 3D model of the Microbit in MR in a similar manner. With the help of 3D models and a layer of digital information onto these 3D models in MR, it becomes easier to grasp the abstract and difficult content [103]. Additionally, providing digital resources can overcome some of the challenges teachers previously mentioned with physical resources in the classroom (e.g. not enough Microbits).

(D3) Limited presentation of blocks. Given the feedback that students occasionally felt overloaded with the number of blocks available to use when first starting many of the individual lessons in workshops or when teachers introduce a programming concept (e.g. how to use a temperature sensor), we endeavoured to present blocks in a more condensed format.
As this was already a challenge on a 2D computer screen [11], it also meant this was vital for how blocks are to be presented in the MR context. Allowing a teacher to dynamically select the blocks visible for students depending on their teaching material or topic, is one potential technique of condensing their presentation. Furthermore, adding a layer of digital information for the usage of blocks helps a student to understand the reason for using a block, and when and where to use it in a program. Integrating these solutions with MR technology, a student can learn at anytime and anywhere with their smartphones/tablets, resulting in increased motivation and a new way to understand abstract concepts [103].

\textbf{(D4) Interactions inspired by touch.} Both teachers and students are typically already familiar with touch-based devices, but in the case of younger children, their mental models of interactions with touch didn’t necessarily map to the 2D mouse-based interfaces of block-based programming. This often led to difficulties and frustration, however, an obvious solution for this is to design a touch-based interface for devices like tablets or even smartphones. MR is accessible through these device and provides an exciting approach towards learning; which makes the lessons fun. As a result, it serves a positive impact on the students and keeps them engaged [43].

\textbf{(D5) Reducing deployment friction.} From both our initial observations and interviews, activities that involved loading code onto the Microbit was frequently a challenge, and we envision it in a similar experience with other electronics. Students were often unable to debug why it wasn’t working, and teachers are sometimes unable to solve the technical challenges necessary to fix it. For example, the Microbit sometimes requires pairing over WebUSB in the browser, to load code directly onto it without the need for files and file versioning (which itself has challenges). If this isn’t done correctly, then it becomes very difficult to load code onto the Microbit and it requires the pairing method with the browser to be restarted.
To reduce this friction, technologies like Bluetooth or Wi-Fi can be used. In building a prototype, we were concerned about how to support different types of electronics that are used in a classroom beyond what STEM Learning Labs supports in their workshops, but ultimately we settled on using Bluetooth as it was already available on the Microbit and other STEM-based electronics (e.g. Adafruit BlueFruit [2]).

3.4 THE PROTOTYPE

To support the scenarios and use cases described from our observations and interviews, we designed a mixed-reality block-based programming application that uses the Microbit, called *MakeMR*. We designed the application in collaboration with the STEM Learning Lab, who provided additional insights into how the teachers in their workshops would use the application. The aim here is to design a mobile application that not merely repackages the classroom material but utilizes the powerful features of mobile technology and provides practical and interactive learning i.e. practical implementation of the program by interacting with virtual 3D models.

The application was implemented for touch-based mobile devices (e.g. mobile phones, tablets) using a prototyping tool that supports both iOS-based version and the Android-based version. The block-based programming components of the application were implemented using MakeCode [62] as the framework. We chose to use mobile devices for a number of reasons: (1) we wanted to remove the dependency on a desktop and allow both teachers and students the freedom to move around in the classroom with a device that contained their code; (2) mobile devices typically have Bluetooth built in, which is useful for deployment (based on D5); (3) current mobile devices are powerful enough to run MR-based apps, and
a majority of students and teachers already have mobile devices, making it easier from a resource perspective (observed in Study I and discussed in Study II).

The prototype includes the following aspects of mobile MR technology:

**Augmenting screen real estate:** Including a 3D web view in mobile, MR provides unlimited space in MR and flexibility to adjust the screen size as per users’ convenience, which may help in making the search and navigation processes easier.

**Augmenting understanding:** With the help of 3D models and a layer of digital information onto these models in MR, it becomes easier to grasp the abstract and difficult content.

**Interaction with virtual objects:** MR offers learners to interact and play around with virtual objects and validate their programs experimentally with less risk than that associated with reality. Research indicates that MR is “improving the success rate of physical interaction-related learning tasks and supports memory-related learning activities” [22].

For manipulating a virtual device, we provided a built-in 3D model of the Microbit that can be interacted in MR to understand its working and to explore features like sensors, pins, LEDs, buttons etc. (based on D2) (Figure 27). Similarly, block-based programming occurs using standard touch gestures available on Android and iOS (e.g. drag and drop, zoom, pinch, tapping, etc.). As mentioned earlier, several students were already familiar with touch-based interactions, so we chose a similar interaction model in MR that is not monotonous to kids and foster student creativity and imagination [103] (based on D4).

The interface follows a traditional workflow adopted for applications that utilize block-based programming languages, but in MR (on mobile devices). A user is first presented with a 3D interface where limited blocks that are relevant to the given learning activity are presented (Figure 24a). These blocks can be selected and modified by a user (in this case, a teacher) before the application is run. Throughout the interface, blocks are sized large
Figure 24: The different components of the MakeMR interface. (a) Blocks that can be dragged onto the canvas; (b) The canvas where blocks are placed for programming; (c) a debugging light bulb to indicate correct or syntactically incorrect code; (d) Instructions for block usage and to execute the code; (e) A virtual 3D model (Pikachu) to demonstrate the code; (f) A virtual Microbit.

enough that they can be easily interacted with on a mobile phone or a larger device. While using the application, users are guided with the instructions to select blocks and execute code; each block is presented with an explanation about why to use the specific block (based on D3) (Figure 24d).
Figure 25: A brief walk-through of MakeMR. (a) After blocks have been pre-selected, a user (or student) is presented with the blocks and a blank canvas; (b) User selects appropriate blocks using touch gestures and are placed onto the canvas; (c) If the user selects a wrong block, a red light bulb indicates an error in the code; (d) After a user has created syntactically correct code (i.e. correct blocks fit and the ‘puzzle’ is complete), they are able to run it on a virtual Microbit and also have it deployed to a physical Microbit via Bluetooth.
When the application is run, the blocks chosen by a teacher are now available for others (i.e. the learners) using the application (Figure 25a). Tapping a block places it on the canvas, where it can then be modified using touch gestures (Figure 25b). Once a user completes the program, they can execute the code by clicking on the “Run” button. If an error occurs, a ‘Red’ light-bulb appears indicating an error in the users code (Figure 25c). If the code is executable, it is demonstrated on the virtual Microbit and a ‘Green’ light-bulb indicates the success of the program. If a Microbit is connected via Bluetooth, then the code will be sent to the physical Microbit (Figure 25d). A detailed interface of the prototype is shown in Figure 24.
The prototype supports three learning activities as described below:

**Learning about Microbit:** In this learning activity, students learn about the working of Microbit and explore its features like sensors, pins, LEDs, buttons etc. The user scans the Microbit using their smartphone/tablet through which a virtual 3D model of the Microbit is available in MR (Figure 26).

![Image of Microbit](image)

**Figure 26:** Exercise 1 - Scan the Microbit to get virtual microbit and learn about microbit features on it.
To learn about the various features of Microbit, the user focuses or tap on the various elements of the virtual Microbit, and the information is presented describing about the usage of that feature/element (Figure 27). The idea here is to make the user familiar with the electronic device (in this case, Microbit) with which they are interested in learning programming. This allows the user to learn about the working of the electronic device instantly. Due to the small size of the electronic devices like Microbit, it is difficult for teachers to show and explain each part of the devices to their students in a classroom environment. With instant learning in MR, students and non-programmers can scan an electronic device and learn its working to explore its usage to build and create other programs.

![Microbit LEDs diagram](image)

Figure 27: Information about Microbit LEDs is presented when user taps on the LEDs of virtual Microbit
Figure 28: Exercise 2 - Counter Program in MR that counts how many times Pikachu jumps

**Programming a jump counter:** In this exercise, the user creates a program that counts the number of times the Microbit moves/shakes. This program uses the built-in accelerometer
of the Microbit, which senses the movement in the Microbit. The user could learn about this and other sensors by tapping on the “learn more” button below the virtual Microbit, which redirects the user to the first exercise, which makes it easier for the user to understand the working of this program. To create the program and understand the usage of each block used, the user can follow the instructions shown in the prototype. To demonstrate the real-world use case of the program, a Pikachu is presented on the successful execution of the program, and whenever Pikachu jumps, the counter on the Microbit increases indicating the use case of the program, i.e. how and when the program can be used in real-world scenarios as shown in Figure 28 (For example, it can be used to count the number of jumps, or number of steps or any other movement on the Microbit using the built-in accelerometer).

**Building and programming a timing gate:** This exercise explains the principle of timing gate and computes the time taken by a car to pass between the two gates. The Microbit has a clock that measures time. The prototype provides an interface where the user creates a program to record the timing when the car passes the two gates and take the difference between the recorded timing to compute the duration between the gates. The prototype also provides virtual objects such as a car, aluminum foils, road, cables and Microbit (Figure 29), using which users can build the timing gate and understand the working of the program. With the help of these virtual objects, users get the opportunity to implement the program and validate it experimentally and see the live results of their program. The sensor is made by tapping strips of foil on the road or the cardboard. The foil strips are connected to the Microbit to appropriate pins using the crocodile clip wires to detect the passing of the car. The bottom of the car is tapped with foil. As the car goes through the gates, it connects both foil strips, closes the circuit and triggers the event “on pin pressed”. When the car passes both the gate, the user can see the result on the virtual Microbit, i.e. the time taken by the car to pass the two gates (Figure 30).
Now select the cable to connect the foil and the pins on the microbit.

Figure 29: Exercise 3 - Building and programming of timing gate with virtual objects and blocks
Time taken by the car to pass the two gates is shown on the Microbit in seconds.

Figure 30: Practical implementation of program with results shown on virtual Microbit.
Overall, the aim of our prototype was not to build an extensive list of features, but to provide a functional software prototype to demonstrate how the combination of block-based programming and mixed reality could work for learning block-based programming and validate our design with a small comparative study with non-programmers and a usability study, with teachers. As a result, we provided only basic programming blocks such as logic, variables, colours, sound and light and only simulated light and sound functionality for the virtual Microbit.
4 EVALUATING BLOCK-BASED PROGRAMMING TOOLS IN MR

4.1 STUDY III - COMPARATIVE STUDY

The purpose of this study (see Appendix C for detail) is to evaluate our design approach and objectively analyze the learning performance of novices with a MR-based mobile learning application in comparison to a non-MR based mobile application to learn block-based programming. We want to understand the impact of MR technology and if it could be more beneficial than a non-MR based mobile application to learn block-based programming. The participants of this study were recruited from India to understand the challenges and strategies of people from a different educational culture for learning programming and how non-programmers in India would respond to technology-oriented learning, wherein the textbook is the primary source of knowledge for both the teacher and the students. The learning performance is measured by statistically analyzing programming test scores. This comparative study helps us to understand the impact of mobile MR technology in learning block-based programming, by comparing the programming test results of the group of non-programmers using the MR-based mobile app against those using the non-MR based mobile app to learn block-based programming.
4.1.1 Protocol

4.1.1.1 Participants

The participants for this study were non-programmers from India. A total of 28 participants were recruited for this study, ranging between 20 to 50 years of age. The study was conducted in-person in India. We recruited via emails, and word-of-mouth recruitment. The participants were randomly assigned to either the experimental group - group A or the control group - group B. Fourteen participants were in group A in which they used the mobile MR prototype to learn block-programming concepts, and fourteen participants were in group B studying same content on a mobile app but without MR.

4.1.1.2 Procedure

The study went through four steps. Before starting the learning activity, participants were asked to fill a questionnaire about their background experience with programming, and they took a 10-minute pre-test that aimed to evaluate whether the two groups had an equivalent prior knowledge of basic programming concepts. The programming test consisted of 10 multiple-choice questions with a maximum score of 10. Next, the participants were shown a short demo video on how to use the application. During the learning activity, participants were given two learning exercises in the prototype to program physical electronics like micro:bit using block-programming. The first exercise was to program a counter, which counts the number of jumps or shakes on the micro:bit and the second exercise was to build and program a timing gate with micro:bit, which counts the amount of time taken by a car to pass two gates. The learning materials included text descriptions and virtual 3D models, as explained in the prototype section 3.4. The time taken by the participant to complete
the learning activity was recorded. After the learning activity, participants were asked to complete a 10-minute programming test to assess their learning performance. Similar to the pre-test, the post-test also consisted of 10 multiple-choice questions with a maximum score of 10. Questions for the programming tests were related to the learning activities, and all the questions were of the same difficulty level (See appendix D and E for pre and post study questionnaire). Both the pre-test and the post-test were developed in collaboration with the teachers of STEM Learning Lab. The control group went through the same procedure, except that they used the non-MR based mobile application. Table 1 explains the differences between the two prototypes used for this study. Both the groups were presented with the similar programming interface with same presentation of blocks and instructions to use the blocks (Figure 31), but the learning material for practical implementation and supplementary information, e.g. various features of Microbit was presented asynchronously (due to limited screen space) in a different tab in the browser through videos and images in the mobile app (Figure 32a and Figure 33a). In contrast, the practical implementation of the exercise was presented with virtual objects in MR as shown in Figure 32b, and a digital layer of information was augmented on the virtual Microbit to learn various features of Microbit (Figure 33b).
<table>
<thead>
<tr>
<th>Learning methods comparison</th>
<th>Non-MR</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block Presentation</td>
<td>Limited</td>
<td>Limited</td>
</tr>
<tr>
<td>Instructions</td>
<td>Text input</td>
<td>Text input</td>
</tr>
<tr>
<td>Practical Implementation</td>
<td>Explained with videos and images</td>
<td>Implementation with virtual objects in MR</td>
</tr>
<tr>
<td>Learning context and supplementary information</td>
<td>Information received asynchronously</td>
<td>Information received synchronously with the digital layers and virtual objects in MR</td>
</tr>
</tbody>
</table>

Table 1: Learning methods comparison used for this study

---

Figure 32: Microbit features explained in (a) non-MR and (b) MR app
Figure 31: Block presentation in (a) non-MR and (b) MR app

4.1.2 Statistical Tool and Analysis

All descriptive statistics and inferential statistical analyses in this study were conducted in the software Statistical Package for Social Sciences (SPSS)\textsuperscript{28}. The significance of the tests used in this study is evaluated based on the significance value or P-value. Smaller P-values means that the test is significant. For this study, the significance level was set to 0.05. i.e. if the P-value is higher than 0.05, there is no significant difference in the test and the null

\textsuperscript{28}https://www.ibm.com/analytics/spss-statistics-software
Figure 33: Practical implementation of program explained in (a) non-MR and (b) MR app hypothesis can be accepted. The null hypothesis for all the tests in this thesis is: There is no significant difference between the two groups.

The statistical test used in this study is independent-sample t-test\(^{29}\), also known as two-sample t-test. The independent sample t-test is used to compare the means of two sets of scores that are collected from a different set of people or are unrelated groups on the same continuous, dependent variable. It is appropriate to use the independent t-test only if the data passes some assumptions that are required to get valid results [90]. The assumptions for independent sample t-test are as follow-

• Assumption 1 - The dependent variable should be measured on a continuous scale, i.e. it should be measured at the interval or ratio level. In this study, the test score would be the dependent variable.

• Assumption 2- The independent variable should consist of two categorical, independent groups.

• Assumption 3 - The two groups are independent, i.e. there is no relationship between observations in each group or between the groups themselves. For example, there must be different participants in each group, with no participant being in more than one group.

• Assumption 4 - The dependent variable should be approximately normally distributed within each group.

• Assumption 5 - There needs to be homogeneity of variance, i.e. the variances of the two groups should be equal in the population.

In this study, test-scores are used as the dependent variable as it serves as a tangible measure for learning performance and fulfils the criteria for independent sample t-test, and the two groups, group A and group B, are used as an independent variable. The participants in each group were independent of the other group, and none of the participants were part of both groups.

Normality: Shapiro-Wilk\textsuperscript{30} test was conducted to test whether the pre and post-test scores were produced by normal distribution within each group. The test results were not-significant that is null hypothesis is supported, indicating that the data is normally distributed: $W = 0.894$, $p = 0.093$ (p >0.05) for group A and $W = 0.895$, $p = 0.096$ (p >0.05) for group B as shown in table 2 and 3.
## Shaipro-Wilk test results for pre-test

<table>
<thead>
<tr>
<th>Group</th>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>0.888</td>
<td>14</td>
<td>0.075</td>
</tr>
<tr>
<td>Non-MR</td>
<td>0.894</td>
<td>14</td>
<td>0.093</td>
</tr>
</tbody>
</table>

Table 2: Shaipro-Wilk test results for pre-test

## Shaipro-Wilk test results for post-test

<table>
<thead>
<tr>
<th>Group</th>
<th>Statistic</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>0.894</td>
<td>14</td>
<td>0.093</td>
</tr>
<tr>
<td>Non-MR</td>
<td>0.895</td>
<td>14</td>
<td>0.096</td>
</tr>
</tbody>
</table>

Table 3: Shaipro-Wilk test results for post-test

## Independent Sample t-test

<table>
<thead>
<tr>
<th>Group statistics</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-test score</strong></td>
<td>14</td>
<td>5.50</td>
<td>1.09</td>
<td>0.29</td>
</tr>
<tr>
<td>MR</td>
<td>14</td>
<td>5.35</td>
<td>1.21</td>
<td>0.32</td>
</tr>
<tr>
<td>Non-MR</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equal variances assumed</th>
<th>Equal variances not assumed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Levene’s Test for Equality of Variances</strong></td>
<td><strong>t-test for Equality of Means</strong></td>
</tr>
<tr>
<td>F</td>
<td>t</td>
</tr>
<tr>
<td>Sig.</td>
<td>df</td>
</tr>
<tr>
<td>0.822</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Result of Independent sample t-test on Pre-test Score
Levene’s test\textsuperscript{31} for equality of variance was used to test whether the homogeneity of variance assumption was met. The test should not be significant to meet the assumption of the equality of variances. The result of Levene’s test, $F(1,26) = 0.763$, $p=0.390$ ($p > 0.05$), indicate that the assumption of homogeneity of variance was met. Levene’s test results are shown in the table 4 and 5.

The collected data (see Appendix F for complete data) from pre and post-test passes all the assumptions that are required to be analyzed using an independent t-test to get valid results, and we, therefore, used an independent samples t-test to compare the means. Independent sample t-test was conducted on pre-test scores and post-test scores of the two groups with the following null hypothesis: \textit{All the participants in both the groups have equivalent programming knowledge}.

4.1.3 \textit{Results and Discussion}

Both pre and post-test scores were statistically compared by the independent sample t-test with a significance level of 0.05. The mean and standard deviations of the pre-test were 5.50 and 1.02 for the experimental group, and 5.35 and 1.21 for the control group. The independent t-test results for the pre-test scores showed that the two groups did not differ significantly ($t(26) = 0.327$, $p = 0.746$ ($p < .05$)) meaning that the hypothesis mentioned above is supported, as shown in Table 4, that is, all the participants had statistically equivalent experience before learning the block-programming through the application.

After the learning activities, participants took a post-test. The t-test results for the post-test scores indicate that the difference between the test performance of the two groups was

\textsuperscript{30}https://www.sciencedirect.com/topics/psychology/shapiro-wilk-test
\textsuperscript{31}http://www.people.vcu.edu/~wsstreet/courses/314_20033/Handout.Levene.pdf
<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post-test score</td>
<td>MR</td>
<td>14</td>
<td>8.35</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>Non-MR</td>
<td>14</td>
<td>7.35</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levene’s Test for Equality of Variances</td>
<td>F</td>
<td>0.763</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
<td>0.390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t-test for Equality of Means</td>
<td>t</td>
<td>2.369</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>df</td>
<td>26</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sig.(2-tailed)</td>
<td>0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean Difference</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Std. Error Difference</td>
<td>0.42211</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Result of Independent sample t-test on Post-test Score

significant t(26) = 2.369, p = 0.026 (p < .05) (Table 5) and the null hypothesis can be rejected, implying that the average learning performance of the experimental group (M = 8.3, SD = 1.21) was better than that of the control group (M = 7.3, SD = 1.00).

Figure 34 shows the detailed analysis for each question of the post-test. The table shows the number of questions correctly answered by participants of both groups. Questions 3, 4, 6 and 9 were correctly answered by most of the participants of the MR group. These questions are related to the project building part of the learning activity, indicating that the combination of block-programming and MR may be beneficial to gain practical knowledge.

Participants, on average, took slightly longer to complete the learning activity with the non-MR based mobile app. The average time taken by the participants to complete the
<table>
<thead>
<tr>
<th>QUESTION NO.</th>
<th>AR</th>
<th>NON-AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Question 2</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Question 3</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>Question 4</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Question 5</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Question 6</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Question 7</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Question 8</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Question 9</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>Question 10</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

Figure 34: Detailed analysis of each question.

learning activity was 919.5 seconds for the experimental group - group A and 951.8 seconds for the control group - group B. This finding is reasonable since students in the control group had to spend their time reading and going through the videos and images and redirecting from one tab to another.

The results shown above indicate that the mobile MR approach can improve non-programmers’ learning performance in learning block-programming concepts. The learning activities with the proposed MR-based prototype, connecting the real-world context with the digital learning resources, can be an efficient method in learning block-programming, especially for gaining practical knowledge. Using the MR-based mobile learning system, the participants learned from the real-world scenarios by interacting with the virtual models and validating the program experimentally in an integrated and organized way. The MR prototype carries multimedia representation, including static images, animations, and 3D virtual objects with which users can interact and gain practical knowledge in a single virtual space. On the other hand, in a traditional approach or a conventional mobile learning approach, the real-world objects
such as Microbit and the corresponding materials that are needed for practical learning (e.g. cables and cardboard) are presented separately and asynchronously. When observing these real-world objects, the students need to either read the corresponding materials from a mobile device or go through a video and put lots of effort into organizing the information by themselves, which prevents them from focusing on the learning objectives.

4.2 Study IV - Design Critique

As we worked very closely with experts (specifically teachers) from STEM Learning Lab while developing MakeMR, we asked them to continually provide feedback throughout the various stages of our collaboration, including the MakeMR prototype.

In addition to the feedback from STEM Learning Labs, we also conducted follow-up semi-structured interviews with the same 5 teachers from Study II. In these interviews, we used the prototype as a technology probe [41] to demonstrate block-based programming in MR. As 3 of the 5 teachers had limited experience with AR/MR (e.g. only familiar with AR/MR games) and none had any experience teaching with AR/MR, we briefly explained it’s principles and showed demo videos of existing AR/MR applications (e.g. Pokemon Go, the Google’s Expeditions app [36]) and the MakeMR prototype. Each interview was 30 minutes long. The goal of this study was to discuss the potential of combining block-based programming and AR/MR in education for practical learning, as well as to brainstorm future development ideas. We present the feedback from both the teachers of STEM Learning Labs in general themes below, following a similar methodology to Study II.
4.2.1 Ease of Interaction

Generally, the feedback for being able to interact and program with the blocks, as well as the interactions with the virtual and physical Microbit was extremely positive, with teachers noting that “...it makes their program come alive” (Teacher 3) and “this is certainly useful” (Teacher 1). However, what we found interesting was, after seeing how block-based programming and MR mixed with the Microbit, the teachers we interviewed began suggesting entirely new interactions. For example, several teachers suggested “…it would be good to have some more things, example math manipulatives and how you can use them to solve problems, if you are able to show that in the movement of them and how to manipulate it that would be really helpful” (Teacher 2). This is interesting because it suggested that for teachers, having the mental model of a puzzle and demonstrating visually how that puzzle fits in MR would help their students who occasionally got lost when trying to choose what blocks to use, which we observed in Study I and the teachers commented on in Study II.

Teachers also liked the combination of physical and digital, and the linking between the virtual model of the Microbit and the physical one (D4), but several wanted an even tighter integration, such as “…shaking the hologram in some way similar to the current version of Microbit” (Teacher 1). For our prototype, we did not fully implement the on-board sensors of the Microbit, as mentioned earlier, but fully mimicking the Microbit and adding a layer of digital information in the MR environment does provide value, as several teachers noted with resourcing being an issue, having a complete virtual replacement is useful.

As we not only limited the amount of blocks presented, but enabled teachers to select the presentation of blocks with instructions for students (D1), we were excited to see that this was well received. One teacher strongly believed that this could help substantially with debugging because she could know what blocks all students were using. “I always like working
with coding problems that you can debug because then you can figure out if your code isn’t working because maybe you set the colour wrong or maybe you set the order wrong or your code is not working because it is incomplete. It is easy to tell the difference and explain them why it is not working and it makes the debugging a lot easier” (Teacher 4).

4.2.2 Collaboration in the Classroom

As we chose to use a mobile device (specifically a tablet) as primary device for MakeMR (D2), all teachers felt it would allow them to move around in the classroom more rather than be stuck to a singular desktop, as mentioned by Teacher 3 “...if schools have ipads/tablets then they can do it standing, move around the room and can see the code, instead of just sitting in front of computer”. The freedom also meant that teachers began focusing on how to collaborate with block-based programming and MR in their classrooms. One teacher noted “Collaboration feature will be really helpful and would be really appealing for a lot of teachers. What we keep hearing is that there is a big push for the collaborative/co-operative working project and I feel like hologram would be great if it gives a collaborative experience, this is really in demand feature from a teachers perspective” (Teacher 1).

We also received critical comments on the need for collaboration in MakeMR and beyond, for example “When people can see things collaboratively it really helps, because it takes so many different approaches to solve a problem...[MakeMR] is awesome” (Teacher 4). While our focus was not on problem solving and collaboration specifically, but instead on block-based programming with MR and the Microbit, there is a clear need to explore this area more in depth, especially as it is currently an under-explored area of research in the context we’ve described throughout this work.
4.2.3 Beyond Electronics and Block-based programming

Despite our limitation in supporting a single electronic device virtually and physically, all teachers saw significant value in combining block based programming in MR with physical electronics, particularly when resources for large classrooms can be a challenge for economically disadvantaged schools, classrooms or students (D4). Teachers found it interesting to have the virtual model that connects the code with the real-world context, and demonstrating it visually in MR was helpful for them to translate lessons into a real (albeit virtual) concept (D5).

One interesting outcome for teachers, however, was that it facilitated a discussion on how to combine different physical artifacts and domains in MR and blocked-based programming. For example, one teacher noted “Instead of just a single model sitting there if there is an artifact through which they can explore and make discoveries out of that, e.g. for social studies if we have artifacts for different countries and let them see the 3d image and then they are able to get there and make discoveries based on that” (Teacher 2). We limited our exploration of block-based programming and MR to strictly enabling teachers to demonstrate how to program electronics like the Microbit, however, there was a clear need to utilize this approach in other areas such as in IoT [53], and warrants future exploration.

4.3 Study Limitations

The findings of this study should be considered in light of some limitations that are important to discuss when interpreting the results. First, we used the prototype as a technology probe, which limited our ability to gather feedback from our other potential users: children. Moreover, the qualitative measures were solely present from teachers from a local STEM
learning lab who have experience with block-based programming languages. This lead to a small sample size for semi-structured interviews.

Second, the comparison is based on quantitative measures only, and no qualitative measures are present that could provide insights from novices/non-programmers. Furthermore, the participants of the comparative study were older than primary or high school students. The results for the comparative study show a significant statistical difference between the two groups. However, the difference in the mean of the test scores of the two groups is not very large and therefore based on the given the sample size and age group, it is difficult to establish a practical difference between the groups.

Another limitation that may affect the generalizability of the findings is that we focused only on the mobile-based MR systems only. The goal of this thesis was to propose a novel way for novices to learn block-based programming in an integrated way with easily accessible resources such as smartphones and tablets. However, other classes of MR, e.g. projection-based systems and a head-mounted display, can be used to analyze the impact of MR in learning block-based programming. Surely, given a wider range of participants and including other classes of MR technology, more robust and generalized insights about the combination of MR and block-based programming and design considerations for creators of block-based programming tools in mixed reality can be provided.
CONCLUSION AND FUTURE WORK

The work discussed in this thesis examined the challenges that are faced by the existing 2D block-based programming systems, and a potential solution to address these challenges. Chapter 1 described the motivations and research questions behind this thesis work. An overview of block-based programming environments, different types of block-based programming environments, and how these can be combined with mobile MR technology for enhanced practical learning experiences are provided in Chapter 2. This was to provide a background that is necessary for understanding the challenges that novices face when working with block-based programming tools and how mobile learning with MR can solve some of these challenges. From this understanding, an observational study and multiple semi-structured interviews were then performed, along with a sample implementation presented in Chapter 3. We evaluated the prototype using a comparative study with non-programmers and gathered feedback from teachers using semi-structured interviews to answer the research questions presented in Section 1.5. This was presented in Chapter 4.
5.1 Contributions

The first contribution of this thesis is an overview of the current research space of block-programming languages for learning basic programming concepts. This is presented in the form of a literature review in Chapter 2 that discusses the background of block-programming, different tools and applications for block-programming and the various domains where block-programming is used. The survey helps to understand the advantages of block-programming and how is it helpful for novices to learn programming concepts. This answered the first research question, “What is the current state of research in block-based programming environments?” that was directed towards understanding current research around block-programming. I also explore the challenges that novices face with existing block-programming applications and what potential solutions (e.g. mobile learning and mixed reality) could be for these challenges.

The second research question, “What are the challenges with existing block-programming environment from an educators’ perspective?” was investigated in the observational study presented in Section 3.1 and discussed in detail in Section 3.1.3. The results from the study revealed that several areas, such as practical learning with virtual objects to build projects and artifacts can be addressed with alternative modalities such as mobile MR. These results were further validated in our next study with teachers from a local STEM education company. The feedback from semi-structured interviews was used to synthesize design considerations for a block-based programming environment, which is the second contribution of this thesis. This answers the third research question, “What are the key design considerations for tools that combine block-based programming and mixed reality?” and they are discussed in detail in Section 3.3. These design considerations can be applied when implementing a system that combines block-programming and mixed reality to enhance learning experiences.
for novices. To support the scenarios and use cases described from our observations and interviews, I designed a MR-based mobile application to learn block-based programming, called MakeMR, discussed in detail in Section 3.4, which is the third contribution of this thesis. The experimental research indicates that the prototype improves students’ learning performance programs by linking the real-world context with digital learning resources. It offers an integrated way of learning by utilizing the unlimited virtual space in MR where users can learn programming concepts and build the project in a single space.

The fourth contribution of this thesis is a preliminary design critique and a discussion about combining mixed reality and block-based programming and its impact on learning basic programming concepts. This could serve as a starting point for educators and non-programmers to select a block-based programming environment to teach and learn block-programming. The fourth research question, "What is the impact of MR-based mobile app on the performance of a non-programmer while learning programming concepts?" was investigated in a comparative study presented in Section 4.1. The results from the study indicate that the MR-based mobile application is more effective for learning basic concepts of block-programming than a non-MR based mobile application. The impact of the MR-based mobile app on learning block-programming is further discussed in our fourth study, which was described in Section 4.2. This was accomplished by gathering feedback from teachers about the potential of combining block-based programming and MR, particularly in classroom environments, as well as future development ideas. This answers the fifth research question, "What challenges and opportunities does a system that combines block-based programming and mixed reality face?"
5.2 FUTURE WORK

In this thesis work, in addition to the design considerations, I presented a system that combined MR and block-based programming for novice programmers. Future work is to implement a fully functional, MR-based block-programming application and to conduct workshops with a STEM learning partner and follow it throughout the 5-day process, as discussed earlier in Section 3.1. A complete one week workshop with a larger group of teachers and students will be critical in understanding their perspective better towards this combination of block-programming and MR. Following this, we plan to extend our approach to support collaboration by using a shared MR experience for students and teachers, i.e. sharing the same view of the programming interface and virtual models while programming.

Secondly, as this thesis focused only on the educational domain and some specific tasks using Microbit, there are several areas left to explore for future work. They include robotics, programming IoT devices and electronics, and even machine learning.

Lastly, a key area is to examine gestures for block-based programming applications in MR. During the studies with the implementation described in this thesis, participants (i.e. teachers) showed interest in mid-air interactions rather than touch-based interactions on a screen in MR. I believe that focusing on designing an effective gesture set for block-based programming tools in MR is important and can provide additional value beyond just the scenarios in education.

5.3 CONCLUSION

Block-programming has been used widely for teaching and learning basic programming concepts. In this thesis, we explore the current state of research for block-programming and
the challenges with existing block-programming environments and how mobile learning and mixed reality (MR) can be combined to solve some of these challenges. I present design considerations for the implementation of tools that combine mobile-based mixed reality and block-based programming. I approached the design by working with a local STEM organization, who frequently offers block-based programming workshops to teach programming and computational concepts to youth using the BBC Microbit, in addition to other block-based tools such as Scratch, Minecraft and App Inventor. Through our collaboration, I observed a workshop and performed follow-up semi-structured interviews with teachers, which were then synthesized into design considerations. I then implemented a prototype system — MakeMR — by utilizing these design considerations and then evaluated the prototype and design approach using a comparative study with non-programmers and performed another follow-up interview with teachers, using MakeMR as a technology probe and present a preliminary design critique and discussion about combining mixed reality and block-based programming. The study results indicate that learning from scenarios that present relevant materials (e.g. text, images, virtual models, animations) and supplementary digital information in an integrated and organized way can benefit students in improving their learning performance.

Overall, this thesis demonstrates that the combination of block-based programming and mobile MR may provide value to learn programming, such as enhancing the practical learning environment, as well as potentially making technology and resources more accessible to learners.
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Part II

APPENDIX
ETHICS - OBSERVATION STUDY AND SEMI-STRUCTURED INTERVIEWS

Name of Researcher, Faculty, Department, Telephone & Email:

Title of Project:
Assessing the Impact of Augmented Reality on Collaborative Programming Education

This consent form, a copy of which has been given to you, is only part of the process of informed consent. If you want more details about something mentioned here, or information not included here, you should feel free to ask. Please take the time to read this carefully and to understand any accompanying information.

The University of Calgary Conjoint Faculties Research Ethics Board has approved this research study.

Purpose of the Study
The aim of this research is to explore and assess the impact of Augmented Reality on collaborative programming education. The goal is to combine concepts of collaboration in AR, with concepts of AR in education to support collaboration in a learning environment and analyze a shared learning environment that can help students in understanding fundamental programming concepts.

What Will I Be Asked To Do?
If you agree to participate in this study, you will be asked to participate in the following different research activities:

1. You will be asked a short questionnaire about technology use and your background experience. This questionnaire should take no more than 5 minutes to complete.

2. You will be asked a brief set of questions about the teaching process and challenges faced in a short (no more than 20 minutes) interview.

The whole process was designed to last no longer than approximately 30 minutes, although if you feel that you can discuss longer on certain topics or may have additional insights you think that are important, feel free to talk about it.

Your participation in this research is voluntary. You may refuse to participate altogether or in part. You may withdraw from participation in this study at any time without penalty or loss of benefits.

What Type of Personal Information Will Be Collected?
Should you agree to participate we will be audiotaping your responses and taking notes. Other than these audio recordings, no other personal identifying information (such as your name) will be collected. By default, in all written publications and presentations based on this research, you will remain anonymous and your comments from the interviews will be referred to with either a participant number or a pseudonym.

In order to better communicate the results of this research in written publications and presentations or if required we will also be collecting some photographs to better understand teaching environment setting i.e. classroom organization, desks etc. Every face in any of these photos will be pixelated to ensure privacy and anonymity. We will never reveal your name in association with your image.

Please note that, where intended reporting of photographed images includes a public display, the researchers will have no control over any future use by others who may copy the images and repost them in different formats or contexts, including online.

I grant permission to be audiotaped:  
Yes: ___ No: ___

I grant permission to be photographed:  
Yes: ___ No: ___

I grant permission to have my company’s name used:  
Yes: ___ No: ___

Are there Risks or Benefits if I Participate?

There is no known harms or risks associated with the participation in this study.

What Happens to the Information I Provide?

Participation in this research is completely voluntary and confidential. You are free to discontinue participation at any time during the study. Any information you contribute up to the point at which you choose to discontinue, your participation will be retained and used in the study. No one except the researchers will be allowed to see or hear any personally identifiable information unless you have given permission for us to share photographs of you in our interview or focus group, in publications or presentations of this research. The audio tapes, questionnaires and interview data will be kept on password-protected university computers or in a locked cabinet only accessible by the researchers. The data will be stored for five years, after which it will be permanently erased.
Signatures

Your signature on this form indicates that 1) you understand to your satisfaction the information provided to you about your participation in this research project, and 2) you agree to participate in the research project.

In no way does this waive your legal rights nor release the investigators, sponsors, or involved institutions from their legal and professional responsibilities. You are free to withdraw from this research project at any time. You should feel free to ask for clarification or new information throughout your participation.

Participant’s Name: (please print) ____________________________________________

Participant’s Signature: _____________________________________________________

Date: __________________

Researcher’s Name: (please print) ____________________________________________

Researcher’s Signature: ____________________________________________________

Date: __________________

Questions/Concerns

If you have any further questions or want clarification regarding this research and/or your participation, please contact:

A copy of this consent form has been given to you to keep for your records and reference. The investigator has kept a copy of the consent form.
INTerview Questionnaire

Background and Experience:
1. How many years of in general teaching experience do you have?
2. What areas do you focus on?
3. How many years of experience do you have in teaching programming?
4. What material do you use for teaching programming? e.g. books, online videos, guided tutorials, hands-on material etc.
5. Do you have prior experience with using augmented reality?
   a. If yes, where would you rank yourself - Novice, Intermediate, or Expert
   b. How many years of experience do you have in using AR apps or AR games?

General Teaching Questions:
1. How many sessions do you usually run during a workshop?
2. How long is each session?
3. What are the different steps of each session?
   (these questions will be repeated for every step)
   a. What specific issues do you encounter for step X?
      (follow-up question to get more details about the issue)
      i. Is this issue due to human factors or hardware limitations or software limitations?
4. How frequently do students get stuck and need your help while teaching?
5. How comfortable are you with the material and current teaching techniques?
Name of Researcher, Faculty, Department, Telephone & Email:

Title of Project:
Comparative study (AR-based and Non-AR based mobile application for block programming)

This consent form, a copy of which has been given to you, is only part of the process of informed consent. If you want more details about something mentioned here, or information not included here, you should feel free to ask. Please take the time to read this carefully and to understand any accompanying information.

The University of Calgary Conjoint Faculties Research Ethics Board has approved this research study - REB19-1667.

Purpose of the Study
The aim of this research is to understand how an AR-based mobile application can be effective for learning block-based programming. The goal is to understand the impact of AR-based mobile applications on the performance of non-programmers for learning programming. We are interested in testing our approach, and understanding the ways in which our approach can be improved. These findings are to guide further studies and implementations to better conform to user interests.

What Will I Be Asked To Do?
If you agree to participate in this study, you will be asked to participate in the following different research activities:

1. Participants will be asked to complete a short questionnaire about their background experience with programming.
2. A short demo on how to use the application.
3. Participants will go through two learning exercises in the application to program physical electronics like microbit. Microbit is a pocket-sized computer with sensors, LEDs, and buttons that can be used to program and create games and different science projects.
   - First exercise will be building and programming a timing gate with microbit which
count the amount of time taken by a car to pass the two gates.

- Second exercise will be a step counter which count the no. of steps or shakes on the microbit.

4. After completing the learning exercise, participants will be asked to complete a post-study questionnaire to assess learning performance. The time taken by the participant to complete the survey will be recorded.

The whole process was designed to last no longer than approximately 60 minutes, although if you feel that you can discuss longer on certain topics or may have additional insights you think that are important, feel free to talk about it.

Your participation in this research is voluntary. You may refuse to participate altogether or in part. You may withdraw from participation in this study at any time without penalty or loss of benefits.

What Type of Personal Information Will Be Collected?

Should you agree to participate, you will be asked to provide your background experience with programming and your age.

There are several options for you to consider if you decide to take part in this research. You can choose all, some or none of them. Please put a check mark on the corresponding line(s) that grants us your permission to:

I wish to remain anonymous: __________ Yes: ___ No: ___

I grant permission to save questionnaire data: __________ Yes: ___ No: ___

I grant permission for material created to be collected and shared in publications or presentations of this research: __________ Yes: ___ No: ___

Are there Risks or Benefits if I Participate?

There are no known harms or risks associated with participation in this study.

What Happens to the Information I Provide?

Participation in this research is completely voluntary and confidential. You are free to discontinue participation at any time during the study and you can withdraw your data within 2 weeks after completing the final questionnaire. Any information you contribute up to the point at which you choose to discontinue, your participation will be retained and used in the study. No one except the researchers will be allowed to see or hear any personally identifiable information unless you have given permission for us to share photographs of you, in publications or presentations of this research. The questionnaire data will be encrypted and will be kept on password-protected university computers or in a locked cabinet only accessible by the researchers. The data will be stored for five years, after which it will be permanently erased.

Signatures

Your signature on this form indicates that 1) you understand to your satisfaction the information provided to you about your participation in this research project, and 2) you agree to participate in the research project.
In no way does this waive your legal rights nor release the investigators, sponsors, or involved institutions from their legal and professional responsibilities. You are free to withdraw from this research project at any time. You should feel free to ask for clarification or new information throughout your participation.

Participant's Name: (please print) 

Participant's Signature: 

Date: 

Researcher's Name: (please print) 

Researcher's Signature: 

Date: 

Questions/Concerns

If you have any further questions or want clarification regarding this research and/or your participation, please contact:

A copy of this consent form has been given to you to keep for your records and references. The investigator has kept a copy of the consent form.
Pre-Study Questionnaire

Background

1. Age __________

2. Do you have any experience with programming?
   - None
   - Novice
   - Intermediate
   - Advanced
   - Expert

3. Do you have any experience with block-programming?
   - None
   - Novice
   - Intermediate
   - Advanced
   - Expert

Programming test

1. What is a "loop"?
   - A. allows a program to run continuously until told otherwise
   - B. an outcome produced depending on a decision made by computer
   - C. identifies errors in the code and fix them
   - D. a memory location that stores something

2. What is "string"?
   - A. Images
   - B. Text, number, symbols
   - C. a counter
   - D. an input

3. What is an IF statement?
   - A. a comparison statement
   - B. a conditional statement
   - C. a set of instructions that are repeated until a certain condition is met
   - D. None of the above
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4. What are "variables" used for in programming?
   A. displaying something on screen
   B. storing data for later use
   C. executing a sequence of instructions
   D. all of the above

5. What is the output for the program

   ```javascript
   var sum = 21;
   if ( sum !== 20 )
       print("You win");
   else
       print("You lose");

   print("the prize.");
   ```

   A. You win
   B. You lose
   C. You win the prize.
   D. You lose the prize.

6. Which block will repeat your code?

   ![Code blocks]

   A. On start
   B. Forever
   C. On button A
   D. On shake
7. If you want power from the device (Microbit), what pin would you need?
   A. GND
   B. 0
   C. 1
   D. 3V

8. Arrays are collection of the same data type under a single identifier.
   A. True
   B. False

9. This type of variable has only two values; true or false.
   A. Number
   B. String
   C. Boolean
   D. Loop

10. This type of variable holds a string of alphanumeric characters.
    A. Number
    B. String
    C. Boolean
    D. Loop
Post-Study Questionnaire

Programming questions

1. Which event is triggered when buttons (A and B) are pressed?
   A. On Button Pressed
   B. On Pin Pressed
   C. On Shake
   D. Show Number

2. What will be displayed if the random number is 1?
   A. "Truth"
   B. "Dare!"
   C. "Next person!"
   D. "Dare" "Next Person!"

3. Which pin is used to close the circuit?
   A. 0
   B. 1
   C. 2
   D. GND
4. Which device on the back of the Micro:bit lets you detect movement?
   A. Compass
   B. Bluetooth
   C. RAM
   D. Accelerometer

5. The LED lights on the Micro:bit are for?
   A. input
   B. output
   C. both input and output
   D. none of the above

6. Which of these detects the earth’s magnetic field, allowing you to detect which direction microbit is facing?
   A. Temperature sensor
   B. Accelerometer
   C. Compass
   D. Pins

7. Which block will assign a value to a variable?
   A. On start
   B. Forever
   C. On button A
   D. On shake
8. How many LED lights does a micro:bit have?
   A. 6x6 - 36 lights
   B. infinite amount
   C. 5x5 - 25 lights
   D. it does not have any LED lights

9. Which two large pins are related to power supply?
   A. 0 and 1
   B. 0 and 2
   C. 3V and GND
   D. 1 and 2

10. What would happen at the start on your micro:bit screen?

    ![Micro:bit code block]

   A. 'Hello'
   B. 'Goodbye'
   C. 'Hello' 'Goodbye'
   D. Hello Goodbye
## Raw Result for Comparative Study

<table>
<thead>
<tr>
<th>Participant</th>
<th>Age</th>
<th>Programming Exp.</th>
<th>Block Programming Exp.</th>
<th>Pre-test Score</th>
<th>Post-test Score</th>
<th>Time taken to complete Exercise</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>34</td>
<td>Novice</td>
<td>Novice</td>
<td>6</td>
<td>10</td>
<td>896 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P2</td>
<td>23</td>
<td>Novice</td>
<td>Novice</td>
<td>7</td>
<td>9</td>
<td>864 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P3</td>
<td>26</td>
<td>Novice</td>
<td>None</td>
<td>4</td>
<td>9</td>
<td>810 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P4</td>
<td>27</td>
<td>Novice</td>
<td>None</td>
<td>6</td>
<td>9</td>
<td>1150 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P5</td>
<td>27</td>
<td>None</td>
<td>None</td>
<td>4</td>
<td>7</td>
<td>978 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P6</td>
<td>30</td>
<td>Novice</td>
<td>None</td>
<td>6</td>
<td>9</td>
<td>756 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P7</td>
<td>32</td>
<td>Novice</td>
<td>Novice</td>
<td>5</td>
<td>7</td>
<td>974 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P8</td>
<td>35</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>7</td>
<td>708 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P9</td>
<td>44</td>
<td>None</td>
<td>None</td>
<td>4</td>
<td>7</td>
<td>1094 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P10</td>
<td>26</td>
<td>Novice</td>
<td>None</td>
<td>4</td>
<td>6</td>
<td>1078 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P11</td>
<td>47</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>6</td>
<td>738 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P12</td>
<td>22</td>
<td>Novice</td>
<td>Novice</td>
<td>6</td>
<td>8</td>
<td>792 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P13</td>
<td>28</td>
<td>None</td>
<td>None</td>
<td>4</td>
<td>9</td>
<td>905 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P14</td>
<td>31</td>
<td>Novice</td>
<td>None</td>
<td>6</td>
<td>8</td>
<td>1032 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P15</td>
<td>49</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>7</td>
<td>814 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P16</td>
<td>37</td>
<td>None</td>
<td>None</td>
<td>4</td>
<td>7</td>
<td>1020 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P17</td>
<td>35</td>
<td>Novice</td>
<td>Novice</td>
<td>8</td>
<td>9</td>
<td>1124 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P18</td>
<td>29</td>
<td>Novice</td>
<td>None</td>
<td>6</td>
<td>9</td>
<td>885 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P19</td>
<td>33</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>7</td>
<td>779 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P20</td>
<td>24</td>
<td>Novice</td>
<td>None</td>
<td>7</td>
<td>8</td>
<td>1059 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P21</td>
<td>28</td>
<td>Novice</td>
<td>Novice</td>
<td>7</td>
<td>10</td>
<td>930 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P22</td>
<td>30</td>
<td>Novice</td>
<td>None</td>
<td>6</td>
<td>8</td>
<td>996 Non-AR</td>
<td>AR</td>
</tr>
<tr>
<td>P23</td>
<td>27</td>
<td>Novice</td>
<td>Novice</td>
<td>5</td>
<td>8</td>
<td>984 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P24</td>
<td>36</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>6</td>
<td>1058 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P25</td>
<td>34</td>
<td>Novice</td>
<td>Novice</td>
<td>6</td>
<td>7</td>
<td>996 Non-AR</td>
<td>Non-AR</td>
</tr>
<tr>
<td>P26</td>
<td>34</td>
<td>None</td>
<td>None</td>
<td>7</td>
<td>9</td>
<td>908 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P27</td>
<td>29</td>
<td>Novice</td>
<td>None</td>
<td>4</td>
<td>8</td>
<td>863 AR</td>
<td>AR</td>
</tr>
<tr>
<td>P28</td>
<td>30</td>
<td>None</td>
<td>None</td>
<td>5</td>
<td>6</td>
<td>1174 Non-AR</td>
<td>Non-AR</td>
</tr>
</tbody>
</table>